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Chapter 1

Herglotz functions

1.1 Defintions and topological properties
We will work with three classes of functions. All of them will have certain advantages
and are in an (almost) bijective correspondence.

1.1.1 Definition. Let Ω ⊂ C be open. We denote by Hol(Ω), the set of holomorphic
functions on Ω.

• Let f ∈ Hol(D). f is called a Schur function, if f (D) ⊂ D. The set of all Schur
functions is denoted by S.

• Let f ∈ Hol(D). f is called a Caratheordory function, if Re f (z) ≥ 0, for all
z ∈ D,

• Let f ∈ Hol(C+). f is called a Herglotz function, if Im f (z) ≥ 0, for all z ∈ C+.
The set of all Herglotz functions is denoted by N0.

The following example of a Herglotz functions is the main reason for the importance of
Herglotz functions in the spectral theory of self-adjoint operators:
1.1.2 Example. LetH be a Hilbert space, A a bounded linear, self-adjoint operator on
H and v ∈ H . Define for z ∈ C+

mv(z) = 〈(A − z)−1v, v〉.

Then mv ∈ N0. Since RA(z) := (A−z)−1 is analytic (with values in Lb(H)), mv is analytic
in C+. Moreover,

mv(z) − mv(z)
z − z

=
〈(A − z)−1 − (A − z)−1)v, v〉

z − z
= 〈(A − z)−1(A − z)−1v, v〉 = ‖(A − z)−1v‖2 ≥ 0.

Let us note that if f is a Schur class function and | f (z0)| = 1 for some z ∈ D, then by
the maximum modulus principle, f (z) ≡= c, with |c| = 1. That is, by considering Schur
class functions taking values in D rather than D, we ”only” add unimodular constants.
Let us recall the following fact from comoplex analysis. Let Ω be a domain and Kn a
compact exhaustion. That is, Kn ⊂ Ω are compact, Kn ⊂ int(Kn+1) and ∪Kn = Ω. Then
we define a metric on Hol(Ω) by,

d( f , g) =

∞∑
k=1

2−n min(sup
z∈Kn

| f (z) − g(z)|, 1). (1.1)

1



2 CHAPTER 1. HERGLOTZ FUNCTIONS

With this metric (Hol(Ω), d) is a complete metric space and this metric induces uniform
convergence on compact subsets of Ω.

1.1.3 Lemma. (S, d|S×S) is a compact metric space.

Proof. Since sup{| f (z)| | z ∈ D, f ∈ S} ≤ 1, S is precompact by Montel’s theorem.
Thus, we only need to show that it is closed in (Hol(Ω), d). We need to show that if
fn ∈ D and d( fn, f ) → 0, then | f | ≤ 1 on D. This is an immediate consequence of the
fact that convergence with respect to d implies pointwise convergence. q

1.1.4 Corollary. Let gn ∈ S and assume that there exists D ⊂ D wich accumulates in D
such that for all z ∈ D limn gn(z) exists. Then there exists g ∈ D such that d(gn, g)→ 0.

Proof. It suffices to show that every subsequence of gn has a subsequence which
converges to g in d. Let gn1 be an arbitrary subsequence, then by compactness we find a
subsequence gn2 and h ∈ S, so that d(gn2 , h)→ 0. Fix z ∈ D. Then we have

|g(z) − h(z)| ≤ |g(z) − gn2 (z)| + |gn2 (z) − h(z)| → 0.

Thus, by the identity theorem we conclude that h ≡ g. q

We see that we there are three domains that play an important role in the definitions of
these classes of functions. Namely, D, C+, and H+ = {z ∈ C | Re z ≥ 0}. Let us note
that these domains can be mapped into each other by means of Möbius transformations.
We have that the following mappings are conformal mappings of the corresponding
domains

τ =

{
H+ → C+

z 7→ iz ϕ =

{
C+ → D
z 7→ z−i

z+i

Clearly if f is a Caratheodory function, then

g(z) = τ( f (ϕ(z)))

is a Herglotz function and this sets a bijection between these class of functions. This is
not precisely true for the class S. Note that ϕ−1(u) = i 1+u

1−u . Thus, ϕ−1(1) = ∞. For this
reason, it is sometimes convenient to consider the set N0 = N0 ∪ {∞}. Then again, we
have that if f ∈ S, then

f ∈ S =⇒ g(z) = ϕ−1( f (ϕ(z))) ∈ N0.

In particular, the function f ≡ 1 is mapped onto the function g ≡ ∞. This mapping sets
up a bijection. In fact, if we define for f , g ∈ N0 the metric

dN0 ( f , g) =

∞∑
k=1

2−n min(supz∈Kn dχ( f (z), g(z)), 1),

where dχ denotes the chordal metric on the Riemann sphere, then this mapping even
becomes a homeomorphism.

1.1.5 Corollary. (N0, dN0 ) is a compact metric space.

1.1.6 Corollary. Let fn. Assume that there exists D ⊂ C+ which accumulates in C+ such
that for all z ∈ D limn fn(z) exists. Then there exists f ∈ N0 such that d( fn, f )N0 → 0.
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1.2 J-expanding matrix functions

Let us consider points z ∈ C (the Riemann spere) in their projective coordinates. That is,
we consider vectors in C2 \ {(0, 0)ᵀ}, with the equivalence relation(

v1
v2

)
∼

(
u1
u2

)
⇐⇒ ∃c ∈ C :

(
v1
v2

)
= c

(
u1
u2

)
The projective line is defined by CP1 = (C \ {(0, 0)ᵀ}/ ∼). The quotient space can be
identified with the Riemann sphere C, bu using the quotient map π : C2 \ {(0, 0)ᵀ}
defined by

π

((
w1
w2

))
=

{ w1
w2

w2 , 0
∞ w2 = 0

C is embedded into CP1 is embedded into the CP1 by z 7→ (z, 1)ᵀ, if z , ∞ and
∞ 7→ (1, 0)ᵀ. Projective coordinates are particularly convenient if working with Möbius

transformations. Let A =

(
a b
c d

)
be so that det A = 1. To this we can associate the

Möbius transformation
z 7→ fA(z) :=

az + b
cz + d

.

Note that this can be rephrased to

fA ◦ π = π ◦ A.

It will be convenient to introduce an abbreviation for this

A ? z := fA(z).

1.2.1 Lemma. Let A, B ∈ C2×2, be invertible. Then the following hold

(i) fA = id if and only if A = zI for some z ∈ C \ {0};

(ii) fAB = fA ◦ fB;

(iii) The map fA is a bijection of C onto itself;

Proof. (i): Assume that fA = id and let x ∈ C2 \ {(0, 0)ᵀ}. Then

π(Ax) = fA(π(x)) = π(x).

This means that x is an eigenvector for A. Since x was arbitrary, we have shown that
any x is an eigenvector of A, implying that A = zI for some z ∈ C \ {0};
(ii) We have

fAB ◦ π = π ◦ A ◦ B = fA ◦ π ◦ B = fA ◦ fB ◦ π.

Since π is surjective, this implies that fAB = fA ◦ fB.
(iii) Follows from (i) and (ii) since

fA ◦ fA−1 = fA−1 ◦ fA = id .

q
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Note that in particular this implies that for any λ , 0, fλA = fA since

fλA = fλIA = fλI ◦ fA = fA.

Thus, it suffices to consider matrices with det A = 1. Recall that

SL(C, 2) = {A ∈ C2×2 | det A = 1}.

The following lemma will be crucial in the course of the lecture. We will call a set a
generalized circle on C if it is either a standard circle or a straight line. Interpreting a
straight line as a circle containing∞. Note that generalized circles are exactly given by
equations of the form

αzz + βz + βz + γ = 0, (1.2)

where α, β ∈ R, β ∈ C and |β|2 > αγ. In particular, α = 0 corresponds to straight lines.

1.2.2 Lemma. Let A ∈ SL(2,C), A =
(

a b
c d

)
. Then fA maps the set of generalized circles

onto itself. In particular, R is mapped onto a circle with radius and center given by

m =
bc − ad

cd − cd
, r =

1

|dc − cd|
.

If Im dc = 0, then the circle degenerates to a line.

Proof. Assume first that c , 0. Then we can write

M =

(
1 a/c
0 1

) (
1/c 0
0 c

) (
0 −1
1 0

) (
1 d/c
0 1

)
(1.3)

Note that this shows that M is a composition of translations, a dilation, a rotation and
the inversion z 7→ −1/z. It is clear that transations, dilations and rotations leave the set
of generalized circles invariant. That this also holds for inversions follows from (1.2).
Thus, the first claim is proved in the case c , 0. If c = 0, det A = 1 implies d , 0 and
a = 1/d. From this we see that

M =

(
1 ab
0 1

) (
a 0
0 1/a

)
and the claim also follows.
It remains to compute the image of R. Let us assume that Im(cd , 0). Then using (1.3)
we can trace to image of all the above transformations. We get

R ∪ {∞} 7→ {x + iy0 | x ∈ R ∪ {∞}} 7→

z |
∣∣∣∣∣z − i

2y0

∣∣∣∣∣2 =
1

4y2
0

 7→
w |

∣∣∣∣∣w − i
2y0c2

∣∣∣∣∣2 =
1

4y2
0|c|

4


7→

u |

∣∣∣∣∣∣u −
(

a
c

+
i

2y0c2

)∣∣∣∣∣∣2 =
1

4y2
0|c|

4

 .
One can now directly check that

1
4y2

0|c|
4

= r and
a
c

+
i

2y0c2 = m.

If Im cd = 0, then y0 ∈ R and hence {x + iy0 | x ∈ R ∪∞} = R ∪ {∞}. Since z 7→ −1/z
preserves R ∪ {∞} and all other transformations map lines onto lines, we see that in this
case the image is a line.

q
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Let J denote the signature matrix

J :=
(
0 −1
1 0

)
.

Let w =
( u1

u2

)
∈ C2 \

{(
0
0

)}
. Then a direct computations shows that

−iw∗Jw


> 0 ⇐⇒ π(w) ∈ C+

< 0 ⇐⇒ π(w) ∈ C−
= 0 ⇐⇒ π(w) ∈ R

(1.4)

Let v = (z, 1)ᵀ. Then, we see that v∗Jv = z − z. Thus, Im z ≥ 0, if and only if v∗Jv/i ≥ 0.
This motivates the following definition.

1.2.3 Definition. Let M : C→ C2×2 so that each entry of M belongs to Hol(C). We call

• M J-expanding if −i(M(z)∗JM(z) − J) ≥ 0 for every z ∈ C+

• M J-inner, if M is J-expanding and M(z)∗JM(z) − J = 0 for z ∈ R.

A constant function M is called J unitary, if it is J inner, i.e, M∗JM = J.

The special linear group is given by

SL(2,R) := {A ∈ R2×2 | det A = 1} (1.5)

One can show that

SL(2,R) = {A | A is J unitary, det A = 1}.

Note that SL(2,R) correspond exactly to those Möbius transformations which are
conformal automorphisms of C+. It is now easy to see that A ∈ SL(2,R) preserves C+.
This follows, since A being j-unitary implies that Im fA(z) > 0 if and only if Im z > 0.

1.2.4 Lemma. The following statements hold.

(i) If M ∈ SL(2,C) satisfies −i(M∗JM − J) ≥ 0, then z 7→ M ? z defines a Herglotz
function.

(ii) If M(z) is J-expanding matrix function and f ∈ N0, then M ? f ∈ N0. If there
exists z ∈ C+ such that Im f (z) > 0 or −i(M(z)∗ jM(z) − j) > 0, then M ? f ∈ N0.

(iii) Let (Mn(z))n∈N be a sequence of J-expanding matrix function and ( fn)n∈N0 a
sequence of Herglotz functions. Assume that for every z ∈ C+, Mn(z) ? fn(z) has
a limit m(z). Then m ∈ N0.

Proof. (i): Let us first show that for z ∈ C+, M ? z , R. Let v =
( z

1
)
, w = Mv and recall

that M ? z = π(w). Then from (1.4) it follows that

−iw∗Jw ≥ −iv∗Jv > 0

and hence π(w) ∈ C+. In particular π(w) , ∞. This implies that M ? z ∈ Hol(C+) and
Im M ? z > 0.
(ii): Clearly M(z) ? f (z) is meromorphic. Let as before v =

(
f (z)
1

)
, w = Mv Now we

conclude
−iw∗Jw ≥ −iv∗Jv ≥ 0 (1.6)
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and hence M(z)? f (z) = π(w) ∈ N0. Note that this means that either Im M(z)? f (z) > 0
for all z ∈ C+ or Im M(z)? f (z) = c for c ∈ R. Hence, we conclude that Im M(z)? f (z) >
0 for all z ∈ C+ if there exists z ∈ C+ such that one of the inequalities is strict in (1.6).
(iii) gn(z) =: Mn(z) ? fn(z) is a sequence of Herglotz functions that converges pointwise.
Thus, by Corollary 1.1.5 it converges in dN0 and the limit is again a Herglotz function.

q

1.3 Integral representation
The goal of this section is to show that f ∈ N0 if and only if there exists α ∈ R, β > 0
and a positive Borel measure µ with

∫ dµ(x)
1+x2 < ∞ such that

m(z) = α + βz +

∫ (
1

x − z
−

x
1 + x2

)
dµ(x). (1.7)

We will establish first an integral representation for Caratheordory functions and then
use their bijective correspondence with Herglotz functions to obtain (1.7).
In the following let T = ∂D + {z ∈ C | |z| = 1}. By dm(ζ), we denote the normalized
Lebesgue measure on T.

1.3.1 Definition. On D × T, we define the Poisson kernel:

P(z, ζ) := Re
ζ + z
ζ − z

=
1 − |z|2

|ζ − z|2
.

Let µ be a complex (i.e., in particular finite) Borel measure on T, then we define the
Poisson integral of µ by

P[dµ](z) =

∫
T

P(z, ζ)dµ(ζ).

Note that for (z, ζ) ∈ D × T

ζ + z
ζ − z

= 1 + 2
∞∑

k=1

(
z
ζ

)k

and the series converges uniformly for ζ ∈ T. This implies that for a complex (thus
finite) measure µ we have∫

T

ζ + z
ζ − z

dµ(ζ) = µ(T) + 2
∞∑

k=1

∫
T

ζ−kdµ(ζ).

Hence
∫
T

ζ+z
ζ−z dµ(ζ) ∈ Hol(D) and P(z, ζ) = Re

∫
T

ζ+z
ζ−z dµ(ζ) is harmonic. The Poisson

kernel is an approximate identity:

1.3.2 Lemma. The Poisson kernel has the properties:

(i) For z ∈ D and ζ ∈ T, it holds that P(z, ζ) > 0;

(ii) For z ∈ D it holds that
∫
T

P(z, ζ)dm(ζ) = 1;

(iii) For every δ > 0 and ζ0 ∈ T it holds that

lim
z→ζ0

sup
|ζ−ζ0 |>δ

P(z, ζ) = 0.
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Proof. (i): This follows directly from the definition.
(ii): By Cauchy’s integral formula, we obtain∫

T

P(z, ζ)dm(ζ) = Re
(

1
2πi

∫
|ζ |=1

ζ + z
ζ − z

dζ
ζ

)
= Re

(
1

2πi

∫ π

−π

(
2

ζ − z
−

1
ζ

)
dζ

)
= Re (2 − 1) = 1.

(iii): If |z − ζ0| < δ and |ζ − ζ0| ≥ δ, then

|ζ − z|2 = |ζ − ζ0 + ζ0 − z|2 ≥ (δ − |z − ζ0|)2

and thus,

sup
|ζ−ζ0 |≥δ

P(z, ζ) ≤
1 − |z|2

(δ − |z − ζ0|)2 → 0

as z→ ζ0. q

1.3.3 Lemma. Let h ∈ C(D) and harmonic in D. Then

h(z) =

∫ π

−π

P(z, ζ)h(ζ)dm(ζ).

Proof. Define

g(z) =

∫ π

−π

1 − |z|2

|ζ − z|2
h(ζ)dm(ζ).

We have already seen that g is harmonic in D. Fix ζ0 ∈ T and ε > 0. Choose δ > 0, such
that for |ζ − ζ0| ≤ δ

|h(ζ) − h(ζ0)| ≤
ε

2
Moreover, choose ε1 such that for |z − ζ0| < δ1 we have that

sup
|ζ−ζ0 |>δ

P(z, ζ) <
ε

4‖h‖T
.

With this we have∣∣∣∣∣∫
T

P(z, ζ)h(ζ)dm(ζ) − h(ζ0)
∣∣∣∣∣

≤

∫
T

|P(z, ζ)h(ζ) − P(z, ζ)h(ζ0)| dm(ζ)

=

∫
T∩|ζ−ζ0 |≤δ

P(z, ζ) |h(ζ) − h(ζ0)| dm(ζ) +

∫
T∩|ζ−ζ0 |>δ

P(z, ζ) |h(ζ) − h(ζ0)| dm(ζ)

<
ε

2
+ 2‖h‖[−π,π]

ε

4‖h|T
= ε.

Hence g(z) is harmonic in D and for any ζ0 ∈ T,

lim
z→ζ
z∈D

g(z) = h(ζ0).

That is, g(z) is a solution of the Dirichlet problem with boundary function h|T. The
claim follows by uniqueness of the Dirichlet problem. q
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1.3.4 Theorem. Let f be a Caratheodory function. Then there exists unique a ∈ R and
a finite measure ν on ∂D such that

f (z) = ia +

∫
ζ + z
ζ − z

dν(ζ). (1.8)

Proof. For r ∈ (0, 1) define fr(z) = f (rz) and hr = Re fr. Then hr satisfies the as-
sumptions of Lemma 1.3.3 and hence, with dνr(ζ) = Re hr(ζ)dm(ζ), where m denotes
the normalized Lebesgue measure on ∂D. Since hr ≥ 0 these are positive measure.
Moreover,

‖νr‖ =

∫
∂D

hr(ζ)dm(ζ) = hr(0) = Re f (0).

Hence, the Banach-Alaoglu theorem provides us with a measure ν and rn → 1 such that

lim
n→∞

νrn → ν

in the weak* topology of (C(∂D), ‖ · ‖∞)∗. Thus

Re f (z) = lim
n→∞

hrn (z)

= lim
n→∞

∫
1 − |z|2

|ζ − z|2
dνrn (ζ)

=

∫
1 − |z|2

|ζ − z|2
dν(ζ).

Adding the complex conjugate, we get (1.8).
Uniqueness: It remains to show uniqueness: Let µ be a complex measure and set
v = P[µ]. We need to show that v = 0 implies µ = 0. Choose f ∈ C(T) and set u = P[ f ].
Since for ζ, z ∈ T, P(rζ, z) = P(rz, ζ) it follows from Fubini that∫

T

ur(ζ)dµ(ζ) =

∫
T

vr(z) f (z)dm(z).

Since v = 0 also vr = 0. Note that in the proof of Lemma 1.3.3 we have shown that for a
continuous f :

u(z) =

{
P[ f ](z) z ∈ D
f (z) z ∈ T

defines a continuous function on D. Thus it is uniformly continuous and we conclude
that lim

r↗
‖ur − f ‖∞ = 0. Therefore, ∫

T

f dµ = 0, (1.9)

for every f ∈ C(T). Recall that by the Riesz-Representation theorem C(T)∗ is the set of
all complex Borel measures on T. If we denote the functional defined by (1.9) with Λµ,
then since Riesz Representation gives an isometry, we know that ‖Λµ‖ = |µ|(Ω). Thus,
we conlude from (1.9) that µ = 0. q

1.3.5 Theorem. Let f ∈ N0. Then there exists unique α ∈ R, β ≥ 0 and a finite measure
σ on R such that

f (z) = α + βz +

∫
R

1 + zx
x − z

dσ(x). (1.10)
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Proof. Let ϕ : C+ → D be defined by

ϕ(z) =
z − i
z + i

.

Then
F(u) = −i f (ϕ−1(u))

is analytic in D and Re F ≥ 0. Hence by Theorem 1.3.4 we find a finite measure ν and
a ∈ R such that

F(u) = ia +

∫
ζ + u
ζ − u

dν(ζ).

Hence

f (z) = iF(ϕ(z)) = −a + iν({1})
1 + ϕ(z)
1 − ϕ(z)

+ i
∫
∂D\{1}

ζ + ϕ(z)
ζ − ϕ(z)

dν(ζ).

Now we note that
i
1 + ϕ(z)
1 − ϕ(z)

= i(−i)ϕ−1(ϕ(z)) = z.

Moreover, a direct computation shows that

ϕ(x) + ϕ(z)
ϕ(x) − ϕ(z)

= −i
1 + xz
x − z

.

Hence, with σ = ϕ−1
∗ (ν|∂D\{1}) we get∫

∂D\{1}

ζ + ϕ(z)
ζ − ϕ(z)

dν(ζ) = −i
∫
R

1 + xz
x − z

dσ(x).

The proof has shown that α = −a and β = ν({1}).
The steps can be reveresed. Starting with a representation (1.10). We get an integral
representation of a Caratheordory function of the form (1.8) with a = −α and ν = βδ{1} +
ϕ?σ. Hence, uniqueness, follows from the uniqueness claim in Theorem 1.3.4. q

1.3.6 Remark. Instead of splitting up the point mass at∞ it will also be convenient to
consider ϕ : R → T and to consider σ∞ = ϕ−1

? ν = σ + βδ{∞}. In this case the integral
representation reads as

f (z) = α +

∫
R

1 + zx
x − z

dσ∞(x). (1.11)

1.3.7 Corollary. Let f ∈ N0. Then there exists unique α ∈ R, β > 0 and a positive
measure µ on R with

∫ dµ(x)
1+x2 < ∞ such that

f (z) = α + βz +

∫
1

x − z
−

x
1 + x2 dµ(x). (1.12)

Proof. For f ∈ N0, let α, β, σ be the data from the integral representation (1.10). Define
µ by dµ(x) := (1 + x2)dσ(x) and note that

1
x − z

−
x

1 + x2 =
1 + xz
x − z

1
1 + x2 .

The claim follows. q
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1.3.8 Proposition. Let fn, f ∈ N0 and αn, βn, σ
∞
n , σn the data from the integral repre-

sentations (1.10), (1.11). Then the following are equivalent:

(i) There exists a D ⊂ C+ which accumulates in C+, such that for all z ∈ D fn(z)→
f (z);

(ii) Uniformly on compact subsets of C+, we have fn → f ;

(iii) αn → α, and σ∞n → σ∞ in the weak* topology of C
(
R
)′;

(iv) αn → α, and σn(R) + βn → σ(R) + β and σn → σ in the weak* topology of
C0(R)′;

Proof. (i) ⇐⇒ (ii): This is already shown in Corollary 1.1.6.
That (iii) ⇐⇒ (iv): This follows, since every f ∈ C

(
R
)

can be written as a sum of a
constant and a function which vanishes at∞.
(iii) =⇒ (i): This is clear, since for every z ∈ C+, (x 7→ 1+xz

x−z ) ∈ C
(
R
)
.

(ii) =⇒ (iii): This will follow from uniqueness of the data and compactness of N0.
Write

fn(z) = αn +

∫
R

1 + zx
x − z

dσ∞n (x)

and similarly f . Note that fn(i) = αn + iσ∞n
(
R
)
.Thus, we conclude that αn → α and σ∞n

is a bounded sequence of measures. Thus, the Banach-Alaoglu theorem provides us
with a subsequence σ∞n j

which converges to some finite measure ρ on R. It remains to
show that ρ = σ∞. Assume the contrary. Then, we define

g(z) = α +

∫
R

1 + xz
x − z

dρ(x)

and uniqueness of the integral representation implies g , f . On the other hand, since
αn → α andσ∞n j

→ ρ, we conlude from (iii) =⇒ (ii) that fn j → g. A contradiction. q

We have already seen in the proof above that

f (i) = α + iσ∞(R) = α + i(β + σ(R)).

Thus, by taking real and imaginary part, we can extract α and β + σ(R). However,
extracting β, requires to take a limit.

1.3.9 Proposition. Let f ∈ N0 with representation (1.10). Then

β = lim
y→∞

f (iy)
iy

. (1.13)

Proof. In order to show (1.13), we need to show that

lim
y→∞

∫
R

1
iy

1 + xiy
x − iy

dσ(x) = 0. (1.14)

The integrand converges to 0 pointwise as y → ∞, so (1.14) follows from dominated
convergence (having in mind that σ(R) is finite) with the bound∣∣∣∣∣ 1

iy
1 + xiy
x − iy

∣∣∣∣∣ =
1
y

√
1 + x2y2√
x2 + y2

=

√
1 + x2y2√
y2x2 + y4

≤ 1,

which is valid for y ≥ 1. q
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1.3.10 Proposition. Let f ∈ N0. Then there exists a finite measure µ on R such that

f (z) =

∫
1

x − z
dµ(x), (1.15)

if and only if there exists C > 0 such that for all z ∈ C+

| f (z)| ≤
C

Im z
. (1.16)

Proof. If f is of the form (1.15) and µ is finite then

| f (z)| ≤
∫

1
|x − z|

dµ(x) ≤
µ(R)
Im z

,

and the claim follows with C = µ(R).
Conversely, assume that | f (z)| ≤ C

Im z . By Proposition 1.3.9, β = 0. Write f as in (1.12).
Then we have

Im f (iy) =

∫
y

x2 + y2 dµ(x).

Monotone convergence implies that

lim
y→∞

y Im f (iy) = lim
y→∞

∫
y2

x2 + y2 dµ(x) = µ(R).

Thus, by (1.16) we conclude that µ(R) ≤ C < ∞ and therefore, 1
x−z ,

x
1+x2 ∈ L1(R, µ) and

we get

f (z) = α −

∫
x

1 + x2 dµ(x) +

∫
1

x − z
dµ(x) = γ +

∫
1

x − z
dµ(x).

Dominated convergence and (1.16) imply that γ = limy→∞ f (iy) = 0. q

1.4 Stieltjes inversion

We have already seen in that the data in the integral representation of a Herglotz function
f is uniquely determined by f . However, in many cases it is useful to know, how to
recover this data from f . We have already seen, that if f is written as

f (z) = α + βz +

∫ (
1

x − z
−

x
1 + x2

)
dµ(x), (1.17)

then we have

a = Re f (i), β = lim
y→∞

f (iy)
iy

.

In fact, also the measure can be recovered from f . The formula is known as Stieltjes
inversion formula. We start with a Lemma:

1.4.1 Lemma. Let f be a Herglotz function, with α, β, µ as in (1.17). Then f defines an
analytic function on C \ supp µ, which obeys f (z) = f (z).
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Proof. For any 1 ≤ R < ∞ and z such that dist(z, supp µ) ≥ R−1, |z| ≤ R, it holds that∣∣∣∣∣1 + xz
x − z

∣∣∣∣∣ ≤ 4R3. (1.18)

Indeed, if |x| > 2R, we have∣∣∣∣∣1 + xz
x − z

∣∣∣∣∣ ≤ 1 + R|x|
|x| − |z|

≤
2R|x|
|x|/2

= 4R

and for x ∈ supp µ ∩ [−2R, 2R], we have∣∣∣∣∣1 + xz
x − z

∣∣∣∣∣ ≤ R(1 + |x|R) ≤ 4R3.

Since
∫ dµ(x)

1+x2 < ∞ and 1
x−z −

x
1+x2 = 1+xz

x−z
1

1+x2 , the integral in (1.17) is convergent for
such z and defines a continuous function on C \ supp µ. By Morera’s theorem, it suffices
to show that the integral over every null-homotopic curve γ in C \ supp µ vanishes.
Fix such γ. Since ran γ is compact, we find R such that for any z ∈ ran γ we have
dist(z, supp µ) ≥ R−1 and |z| ≤ R. Thus, by (1.18) we can apply Fubini’s theorem to
conclude∫

γ

∫
R

(
1

x − z
−

x
1 + x2

)
dµ(x)dz =

∫
R

∫
γ

(
1

x − z
−

x
1 + x2

)
dzdµ(x) = 0.

q

1.4.2 Theorem. Let f ∈ N0. Then the measure µ in its integral representation can be
reconstructed via the Stieltjes inversion formula

1
2

(µ((a, b)) + µ([a, b])) = lim
ε→0

1
π

∫ b

a
Im f (x + iε)dx. (1.19)

Proof. By Lemma 1.4.1 we can assume that

f (z) =

∫
dµ(x)
x − z

, µ(R) < ∞. (1.20)

Indeed, for general f and fixed R > 0, we can write f (z) =
∫ dµ̃(x)

x−z + g(z), where µ̃
coincides with µ on subsets of (−2R, 2R) and g is a Herglotz function whose measure
is supported on R \ [−2R, 2R]. Hence, by Lemma 1.4.1, for (a, b) ⊂ [−R,R], the limit
in (1.19) for

∫ dµ̃(x)
x−z and for f are the same. Since also the measures coincide there, it

suffices to consider f as in (1.20).
Tonelli’s theorem shows that

1
π

∫ b

a
Im f (x + iε)dx =

1
π

∫
R

ε

(x − t)2 + ε2 dµ(t)dx

=

∫
R

1
π

∫ b

a

ε

(x − t)2 + ε2 dxdµ(t).

Pointwise, we have

1
π

∫ b

a

ε

(x − t)2 + ε2 dx =
1
π

(
arctan

b − t
ε
− arctan

a − t
ε

)
→

1
2

(
χ[a,b](t) − χ(a,b)(t)

)
as ε → 0. Since 0 ≤ arctan b−t

ε
− arctan a−t

ε
≤ π, the result follows from dominated

convergence. q
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As a corollary, we get

1.4.3 Corollary. If Im f can be continuously extended to C+ ∪ (a, b), for some interval
(a, b) ⊂ R, then χ(a,b)dµ is absolutely continuous with density 1

π
χ(a,b)(x) Im f (x).

It is also interesting to compute point masses of µ.

1.4.4 Lemma. For any x0 ∈ R we have

µ({x0}) = lim
ε→0

(−iε) f (x0 + iε) = lim
ε→0

ε Im f (iε). (1.21)

Proof. As in the proof of Theorem 1.4.2 it suffices to consider f of the form (1.20).
Thus, in order to prove the first equality in (1.21) it remains to show

µ({x0}) = lim
ε→0

∫
−iε

x − (x0 + iε)
dµ(x).

Pointwise, we have

lim
ε→0

−iε
x − (x0 + iε)

= χx0 .

Since | −iε
x−(x0+iε) | ≤ 1, the claim follows by dominated convergence. Now the second

equality in (1.21) follows by taking the real part of the first one. q
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Chapter 2

Orthogonal polynomials and
Jacobi matrices

Assume that we are given a probability measure, µ, supported on R such that for all
n ∈ N0 we have ∫

R

|x|ndµ(x) < ∞.

To such a measure, we can associate a sequence

sn = sn(µ) =

∫
R

xndµ(x).

Such a sequence will be called the moment sequence associated to µ. Assume for a
second, that µ is not a pure point measure supported on finitely many atoms, that is,
# supp µ = ∞. Let

Hn :=


s0 s1 s2 · · · sn−1
s1 s2 s3 · · · sn
...

...
... · · ·

...
sn−1 sn sn+1 · · · s2n−2


be the Hankel matrix associated to sn. Then a simple computation shows that for
ξ = (c0, c1, . . . , cn−1) , 0 we have

ξ∗Hnξ =

n−1∑
j=0

n−1∑
i=0

c jsi+ jci =

∫
R

n−1∑
j=0

n−1∑
i=0

c jxi+ jcidµ(x) =

∫
R

n−1∑
j=0

c jx j
n−1∑
i=0

xicidµ(x) = 〈P, P〉L2(µ) > 0,

(2.1)

where P(x) =
∑n−1

i=0 cixi. That is, Hn is positive definite. We will encounter, that this is a
characteristic property of moment sequences. This means, given (sn)n∈N0 ∈ R

N0 such
that Hn > 0 for all n (and s0 = 1 in case we assume µ to be a probability measure), there
exists a measure with this given moment sequence. In the first sections we will discuss
existence and uniqueness for this problem. Along with this, we will encounter many
properties of associated orthogonal polynomials. We start with proving existence of a
measure for a given moment sequence. Given a moment sequence, it will be helpful
to always have in mind that it should be given by sn =

∫
R

xndµ(x). All the definitions
below are motivated by this identity.

15



16 CHAPTER 2. ORTHOGONAL POLYNOMIALS AND JACOBI MATRICES

2.1 Moment sequences
We start with the definition of a (non trivial) moment sequence. The name will be
justified later in this chapter.

2.1.1 Definition. Let s = (sn)n∈N0 ∈ R
N0 with s0 = 1. To s we associate the Hankel

matrix

Hn :=


s0 s1 s2 · · · sn−1
s1 s2 s3 · · · sn
...

...
... · · ·

...
sn−1 sn sn+1 · · · s2n−2


and the Hankel determinant

Dn := det Hn.

The sequence s is called a (non-trivial) moment sequence, if for all n ∈ N0

Dn > 0.

2.1.2 Remark. The addition ”non trivial” comes from assuming that all Dn is strictly
positive. Note that if dim ker Hn ≥ 1 for some n ∈ N, then this holds for all m ≥ n. In
fact, if

m0 = inf{n ∈ N0 | dim ker Hn ≥ 1}

then we can associated a measure µ with the given moments and µ will be supported on
m0 − 1 atoms. For now we want to exclude this trivial case. The reason for this is, that
if µ is supported on n atoms, then by taking P the polynomial of degree n with zeros at
these atoms, we see that ‖P‖2L2(µ) =

∫
|P(x)|2dµ(x) = 0; see (2.1).

Let P denote the set of polynomials with complex coefficients. With Pn, we denote the
subspace of polynomials of degree at most n.

2.1.3 Definition. Let t = (ti)i∈N0 ∈ R
N0 , t0 = 1. To t we associate the linear functional

in P∗ by

Φ(P) = Φ[t](P) =

n∑
i=0

citi,

where P(z) =
∑n

i=0 cizi. We say that Φ[t] is positive, if P ≥ 0 on R and P . 0 implies
that Φ[t](P) > 0.

We say that Φ[t] is positive, if P ≥ 0 on R and P . 0 implies that Φ[t](P) > 0. For
P ∈ P, P =

∑n
i=0 cizi we introduce the notation

P#(z) =

n∑
i=0

cizi = P(z).

Note that P = P# if and only if P is real. This can either be stated by saying that
P(x) ∈ R for x ∈ R or by saying that P has real coefficients. Let R ∈ P, R(z) =

∑n
i=0 cizi.

Let us compute

Φ[t](RR#) = Φ[t]

 n∑
i=0

cizi
n∑

j=0

c jz j

 =

n∑
i=0

n∑
j=0

cic jti+ j = ξ∗Hn+1ξ, (2.2)

with ξ = (c0, . . . , cn) and Hn is the Hankel matrix for the sequence (t j)2n
j=0. This

motivates the following factorization:
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2.1.4 Lemma. Let n ∈ N0, P ∈ P2n has the property that P(x) ≥ 0 for x ∈ R and P . 0,
if and only if there exists R ∈ Pn, R . 0, so that P = RR#.

Proof. That RR# has the desired property is clear. Let us thus start with P ∈ P2n as
above. Note that the assumption in particular implies that P# = P. From this it follows
that complex zeros can only occur in conjugate pairs. Positivity on R implies that real
zeros must be of even degree. We conclude that there exist z1, . . . , zn and r > 0 so that

P(z) = r
m∏

k=1

(z − zk)(z − zk).

Then R(z) =
√

r
∏m

k=1(z − zk) gives the desired factorization. q

Note that the assumption on P, that it is of even degree follows also from non-negativity
on R.
Together with (2.2), we can now make the connection between moment sequences and
sequences inducing positive functionals.

2.1.5 Corollary. s ∈ RN0 with s0 = 1 is a moment sequence, if and only if Φ[s] is a
positive functional.

We can use Φ to define an inner product on P. Let s be a moment sequence. For
P,Q ∈ P define

〈P,Q〉s := Φ[s](PQ#). (2.3)

2.1.6 Proposition. 〈·, ·〉s defines an inner product on the vector space P.

Proof. Let’s write P(z) =
∑n

i=0 aizi,Q(z) =
∑m

j=0 bizi. Then a direct computation shows
that

〈P,Q〉s =

n∑
i=0

m∑
j=0

aib jsi+ j.

From this, linearity and 〈P,Q〉s = 〈Q, P〉s is clear. That 〈P, P〉s ≥ 0 and 〈P, P〉s = 0 if
and only if P is zero, follows from the fact that s is a moment sequence. q

We can thus apply the Gram-Schmidt orthogonalization procedure to the sequence
(zn)∞n=0 ∈ P

N0 with respect to the scalar product 〈·, ·〉s.

2.1.7 Definition. Let s be a moment sequence. Then we denote by pn(z) = pn(z, s) the
nth orthonormal polynomial with respect to the inner product 〈·, ·〉s. Likewise, we denote
by Pn the nth monic, orthogonal polynomial. Let γn denote the leading coefficient of pn,
i.e.,

γn =
1

〈Pn, Pn〉s
> 0.

2.1.8 Remark. It is important to mention, that Dn being strictly positive, guarantees that
dim((Pn, 〈·, ·〉s)) = n + 1 for all n.
There is an explicit formula for pn in terms of Hankel determinants.

2.1.9 Lemma. The orthonormal polynomials are given explicitly by

pn(z) =
1

√
DnDn+1

det



s0 s1 s2 · · · sn

s1 s2 s3 · · · sn+1
...

...
... · · ·

...
sn−1 sn sn+1 · · · s2n−1

1 z z2 · · · zn


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Proof. It follows from the definition that

pn(z) =

√
Dn

Dn+1
zn + Q, Q ∈ Pn−1.

Thus, using that (z j)# = z j, we need to show that

Φ(pn(z)z j) =

 0, j < n√
Dn+1
Dn
, j = n.

From the definition of pn and Φ it follows that

Φ(pn(z)z j) =
1

√
DnDn+1

det



s0 s1 s2 · · · sn

s1 s2 s3 · · · sn+1
...

...
... · · ·

...
sn−1 sn sn+1 · · · s2n−1
s j s j+1 s j+2 · · · s j+n


.

From this, the claim is clear. q

2.1.10 Definition. Let an+1 > 0, bn ∈ R, for n ≥ 0. The formal ”difference operator”
acting on sequences (yn)n∈N0 by

(Jy)n = an+1yn+1 + bnyn + anyn−1, n ≥ 1 (2.4)
(Jy)1 = a1y1 + b0y0.

is called Jacobi operator.

It is sometimes convenient to visualize J as as an infinite dimensional three-diagonal
matrix of the the form

J =


b0 a1 0 0 0
a1 b1 a2 0 0
0 a2 b2 a3 0

0 0
. . .

. . .
. . .


2.1.11 Remark. At this stage it is not justified to call this an operator. We will see that
J will act after specifying the correct domains (possibly unbounded) as an operator on
`2(N0).

The connection to orthogonal polynomials is the following:

2.1.12 Proposition. Let s be a moment sequence. Define for n ≥ 0

an+1 =
‖Pn+1‖s

‖Pn‖s
> 0, bn =

〈zPn, Pn〉s

‖Pn‖
2
s
∈ R.

Then for the monic orthogonal polynomials it holds that

zPn(z) = Pn+1(z) + bnPn(z) + a2
nPn−1(z), n ≥ 1

zP0(z) = P1(z) + b0P0(z).
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For the orthonormal polynomials we have

zpn(z) = an+1 pn+1(z) + bn pn(z) + an pn−1(z), n ≥ 1 (2.5)
zp0(z) = a1 p1(z) + b0 p0(z).

In particular

‖Pn‖s =

n∏
j=1

a j.

Proof. We consider only n ≥ 1. Let j < n − 1 (if n > 1) then deg(zP j(z)) < n.
Using orthogonality and the fact that (zPn(z))P#

m(z) = (zPn(z))Pm(z) = Pn(z)(zPm(z))#, it
follows that

〈zPn(z), P j(z)〉s = 〈Pn(z), zP j(z)〉s = 0.

Hence we get that
zPn(z) = Pn+1(z) + b̃nPn(z) + cnPn−1(z)

for b̃n, cn ∈ R. Let us check that b̃n = bn and cn = a2
n. We have

b̃n‖Pn‖
2
s = 〈zPn(z), Pn(z)〉s.

For cn note that zPn(z) − Pn+1(z) is a polynomial of degree at most n. Thus, taking the
inner product with respect to Pn+1 yields

〈zPn(z), Pn+1(z)〉s = ‖Pn+1‖
2
s .

Therefore

cn =
〈zPn(z), Pn−1(z)〉s
‖Pn−1‖

2
s

=
〈Pn(z), zPn−1(z)〉s
‖Pn−1‖

2
s

=

(
‖Pn‖s

‖Pn−1‖s

)2

= a2
n.

Passing to the recursion for the orthonormal polynomials is now an exercise. q

We have thus, defined a map from the set of positive sequences into the set of Jacobi
operators. Our next goal is to show that this map is in fact a bijection.
Let us start with a Jacobi operator J. We can define the sequence of polynomials pn by
p0(z) = 1, p1(z) =

z−b0
a1

and for n ≥ 1

pn+1(z) =
1

an+1
((z − b0)pn(z) − an pn−1(z)) .

Note that this in particular implies that deg pn = n.

2.1.13 Lemma. We have Pn = span{pk | 0 ≤ k ≤ n}. Moreover, if P =
∑n

k=0 ck pk(z)
with cn , 0, then this representation is unique.

Proof. We prove by induction that this is true for (zn)n∈N0 . The induction start follows
from p0(z) = 1. Now assume that zn =

∑m
j=0 c j p j(z). Then we have

zn+1 = zzn =

m∑
j=0

c jzp j(z) =

m∑
j=0

c j(a j+1 p j+1(z) + b j p j(z) + a j p j−1(z)).
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We also show the second claim using induction. We need to show that if for n ∈ N∑n
k=0 ck pk(z) = 0, then ck = 0 for all 0 ≤ k ≤ n. Clearly, this holds for n = 0. Now

assume that

0 =

n+1∑
k=0

ck pk(z) = an+1 pn+1(z) +

n∑
k=0

ck pk(z).

Since deg pn+1 = n + 1 and deg
∑n

k=0 ck pk(z) ≤ n, we conclude that cn+1 = 0 and the
induction hypothesis implies that ck = 0 for 0 ≤ k ≤ n. q

Our goal is to define a functional Φ on P with

Φ(pn p#
m) = δnm.

It is a priori not clear that this is well defined. Let us therefore, for R =
∑n

k=0 ck pk and
Q =

∑m
j=0 d j p j define

Φ̃(R,Q) =

min{n,m}∑
k=0

ckdk.

It is easy to see that
Φ̃(R,Q) = Φ̃(Q,R)

and that for λ ∈ C and R1,R2,Q ∈ P

Φ̃(λR1 + R2,Q) = λΦ̃(R1,Q) + Φ̃(R2,Q).

2.1.14 Lemma. Let Ri =
∑ni

k=0 ci
k pk,Qi =

∑mi
j=0 di

j p j, for i = 1, 2 and assume that
R1Q#

1 = R2Q#
2. Then it holds that

Φ̃(R1,Q1) = Φ̃(R2,Q2).

Proof. We first show the claim for R1(z) = zpk(z),Q1(z) = p j(z) and R2(z) =

pk(z),Q1(z) = zp j(z). We show the claim for j, k > 0. The case j = 0 or k = 0
can be included by setting below a−1 = 0. Recall that

zpi(z) = ai+1 pi+1(z) + bi pi(z) + ai pi−1(z).

Hence,

Φ̃(zpk(z), p j(z)) = ak+1δk+1, j + bkδk, j + akδk−1, j,

Φ̃(pk(z), zp j(z)) = a j+1δk, j+1 + b jδk, j + a jδk, j−1,

which shows that Φ̃(zpk(z), p j(z)) = Φ̃(pk(z), zp j(z)). Using linearity, we conclude that
for R,Q ∈ P it holds that Φ̃(zR,Q) = Φ̃(R, zQ). Note also that for λ ∈ C it holds that
Φ̃(λR,Q) = Φ̃(R, λQ) and λRQ# = R(λQ)#. Now writing R1Q1 as a product of its zeros,
this and linearity allows us to move factors between R and Q and the claim follows. q

Let P = RQ#, then due to Lemma 2.1.14 we can define

Φ(P) := Φ̃(R,Q).

Note that we always have the trivial factorization P(z) = P(z) · 1.
We can now define sk associated to J by

sk := Φ(zk). (2.6)
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2.1.15 Lemma. Let J be a Jacobi matrix, Φ the associated functional and sk = Φ(zk).
Then (sk)k∈N0 is a moment sequence.

Proof. Let P(z) =
∑n

i=0 cizi. Then we have

Φ(PP#) =

n∑
i=0

n∑
j=0

cic jΦ(zi+ j) =

n∑
i=0

n∑
j=0

cic jsi+ j.

On the other hand, let

P =

n∑
i=0

ξi pi.

Then by definition of Φ, we have

Φ(PP#) =

n∑
i=0

|ξi|
2.

Thus, if P . 0 we have
∑n

i=0
∑n

j=0 cic jsi+ j > 0 and we conclude that (sk)k∈N0 is a moment
sequence. q

2.1.16 Theorem. There is a bijective correspondence between the set of Jacobi matrices
and the set of moment sequences.

Let us consider J as an operator acting on `2(N0). In general J can be unbounded.
However, there is a clear criterion, when it is bounded.

2.1.17 Lemma. Let J be a Jacobi matrix with coefficients ak+1, bk. Then J is bounded
if and only if

sup
k∈N0

(|ak | + |bk |) < ∞. (2.7)

In this case J defines a self-adjoint operator on `2(N0).

Proof. We first show that boundedness of J implies (2.7). Let en ∈ `
2(N0) denote the

standard basis in `2(N0), i.e., (en)k = δn,k. Then we have

〈Jen, en−1〉 = an, 〈Jen, en〉 = bn.

Thus, it follows that
an ≤ ‖J‖, bn ≤ ‖J‖.

Conversely, let y = (yk) ∈ `2(N0) and α = sup |an|, β = sup |bn|. Then we have

|(Jy)n|
2 = |an+1yn+1 + bnyn + anyn−1|

2 =

∣∣∣∣∣∣∣∣
〈
√

an+1√
bn√
an

 ,

√

an+1yn+1√
bnyn√

anyn−1


〉∣∣∣∣∣∣∣∣

2

≤ (2α + β)(α|yn+1|
2 + β|yn|

2 + α|yn−1|
2).

Taking the sum of all n shows that ‖Jy‖2 ≤ (2α + β)2‖y‖2 and thus

‖J‖ ≤ 2 sup
n
|an+1| + sup

n
|bn|.
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It remains to show that J is self adjoint. We need to show that 〈Ju, v〉, for all u, v ∈ `2(N0).
We first check that this holds for the basis vectors en:

〈Jen, em〉 = 〈en, Jem〉 =


bn if n = m,
am if m = n + 1,
an if n = m + 1,
0 |n − m| > 1.

By linearity it thus holds for all vectors which are compactly supported and then by
continuity for all u, v ∈ `2(N0). q

Recall that (pn) satisfies the recursion

zpn(z) = an+1 pn+1(z) + bn pn(z) + an pn−1(z).

It is convenient to bring this into matrix form. For (z, a, b) ∈ C × R>0 × R, let us define
the one step transfer matrix by

A(z, a, b) :=
( z−b

a
1
a

−a 0

)
(2.8)

Then it holds that (
pn+1(z)
−an+1 pn(z)

)
= A(z, an+1, bn)

(
pn(z)

−an pn−1(z)

)
1.

This holds also for n = 0, if we set p−1(z) = 0. That is, if we start with the initial
condition (

p1(z)
−a1 p0(z)

)
= A(z, a1, b0)

(
1
0

)
.

If we define
Tn(z) = A(z, an, bn−1)A(z, an−1, bn−2) . . . A(z, a1, b0). (2.9)

then we clearly have that (
pn(z)

−an pn−1(z)

)
= Tn(z)

(
1
0

)
.

It will be convenient to also introduce the second solution of the system.

2.1.18 Definition. Let J be a Jacobi matrix. Then we define the orthonormal polynomi-
als of the second kind by (

qn(z)
−anqn−1(z)

)
= Tn(z)

(
0
1

)
.

Setting n = 1, we get

q1(z) =
1
a1
, q0(z) = 0

and all others are given by

zqn(z) = an+1qn+1(z) + bnqn(z) + anqn−1(z). (2.10)

In particular, we see that deg qn = n − 1.
1Although it is standard to define the transfer matrix so that there is no minus sign in the second entry, there
are good reasons for this choice. We will encounter some in the course of the lecture.
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2.1.19 Lemma. Let J be a Jacobi matrix and Φ the associated functional. Then we
have for n ≥ 0

qn(z) = Φt

(
pn(z) − pn(t)

z − t

)
.

Proof. Note first that pn(z)−pn(t)
z−t is a polynomial of degree n − 1 in z and t. Thus, we can

apply Φ with respect to the variable t. The identity is easy to check for n = 0, 1. For
n > 1 it thus suffices to check that q̃n(z) = Φt

(
pn(z)−pn(t)

z−t

)
satisfies (2.10). We have

zq̃n(z) = Φt

(
zpn(z) − zpn(t) + tpn(t) − tpn(t)

z − t

)
= Φt

(
zpn(z) − tpn(t)

z − t

)
= an+1q̃n(z) + bnq̃n(z) + anq̃n−1(z),

where for the last step we used the recursion for zpn(z) and tpn(t). q

Let us note that

Tn(z) =

(
pn(z) qn(z)

−an pn−1(z) −anqn−1(z)

)
(2.11)

2.1.20 Corollary. The following Wronskian identity holds for all n ≥ 1 and z ∈ C:

1 = an(pn−1(z)qn(z) − qn−1(z)pn(z)) (2.12)

Proof. Due to (2.8),(2.9), det Tn(z) = 1. Thus, the claim follows from (2.11). q

2.1.21 Definition. The Christoffel-Darboux kernel is given by

Kn(z,w) =

n−1∑
j=0

p j(z)p j(w), z,w ∈ C.

Due to Theorem 2.1.16 it is the same whether to start with a moment sequence of a
Jacobi matrix. In any case we can associate a functional, which then defines an inner
product 〈·, ·〉s on P by (2.3). Although (P, 〈·, ·〉s) will not be complete, this is obviously
true for (Pn, 〈·, ·〉s). Thus, (Pn, 〈·, ·〉s) is a Hilbert space of functions on C. As Pn is
finite dimensional, point evaluation is a continuous functional and hence, (Pn, 〈·, ·〉s) is
a reproducing kernel Hilbert space. Let us recall the definition

2.1.22 Definition. Let Ω be a set andH ⊆ CΩ be a Hilbert space with inner product 〈·, ·〉.
If for every w ∈ Ω, the point evaluation functional at w is continuous, then (H , 〈·, ·〉) is
called a reproducing kernel Hilbert space. In this case, there exists KH (z,w) : Ω×Ω→ C
such that

• ∀w ∈ Ω KH (·,w) ∈ H ,

• ∀ f ∈ H ,w ∈ Ω, f (w) = 〈 f ,KH (·,w)〉.

The function KH is called the reproducing kernel ofH .

Since p j forms an orthonormal basis for (Pn, 〈·, ·〉s), it is easy to check that Kn+1(z,w) is
the reproducing kernel for (Pn, 〈·, ·〉s). We will prove a convenient formula for Kn.
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2.1.23 Lemma. The following identity holds for z,w ∈ C and n ≥ 1:

J − Tn(w)∗JTn(z) = (z − w)
n−1∑
k=0

(
pk(z)pk(w) qk(z)pk(w)
pk(z)qk(w) qk(z)qk(w)

)
. (2.13)

Proof. Since Tn(z) = A(z, an, bn−1)Tn−1(z) we have

J − Tn(w)∗JTn(z) = J − Tn−1(w)∗JTn−1(z) + Tn−1(w)∗JTn−1(z) − Tn(w)∗JTn(z)
= J − Tn−1(w)∗JTn−1(z) + Tn−1(w)∗(J − A(w, an, bn−1)∗JA(z, an, bn−1))Tn−1(z).

A direct computation shows that

Tn−1(w)∗(J − A(w, an, bn−1)∗JA(z, an, bn−1))Tn−1(z) = Tn−1(w)∗
(
z − w 0

0 0

)
Tn−1(z)

= (z − w)
(
pn−1(z)pn−1(w) qn−1(z)pn−1(w)
pn−1(z)qn−1(w) qn−1(z)qn−1(w)

)
Thus, the claim follows by iterating this identity. q

2.1.24 Corollary. For n ≥ 1, Tn(z) is a J contractive matrix function.

Proof. We need to show that for z ∈ C+, −i(J − Tn(z)∗JTn(z)) ≥ 0. This follows since
(J − Tn(z)∗JTn(z))/(z − z) = −i(Tn(z)∗JTn(z) − J)/(2 Im z) and(

pk(z)pk(z) qk(z)pk(z)
pk(z)qk(z) qk(z)qk(z)

)
=

(
pk(z)
qk(z)

) (
pk(z)
qk(z)

)∗
≥ 0.

q

Conjugating (2.13) with (w, 1)ᵀ yields:

2.1.25 Corollary. For w ∈ C, z ∈ C \ R and n ≥ 1 we have

Im z
n−1∑
k=0

|wpk(z)+qk(z)|2 = Im w+an Im
(
(wpn(z) + qn(z))(wpn−1(z) + qn−1(z))

)
. (2.14)

Looking at the 1-1 entry of (2.13), we get the Christoffel-Darboux formula:

2.1.26 Proposition (Christoffel-Darboux formula). It holds that

Kn(z,w) = an
pn(z)pn−1(w) − pn−1(z)pn(w)

z − w
(2.15)

We can now make the first connection to Herglotz functions

2.1.27 Corollary. pn(z) , 0 for z ∈ C \ R. Moreover, if we define

gn(z) = −
pn(z)

an+1 pn+1(z)
.

Then gn ∈ N0. As a consequence the zeros of pn are real and simple and zeros of pn and
pn+1 interlace.
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Proof. Let z ∈ C \ R. Then z − z = 2i Im z , 0. Hence, if pn(z) = 0, we get

Kn+1(z, z) = an+1
pn+1(z)pn(z) − pn(z)pn+1(z)

z − z
= 0

which is a contradiction. The same argument shows that pn and pn+1 cannot vanish
simultaneously.
Hence gn(z) is analytic in C+. Moreover, for z ∈ C+

0 < Kn+1(z, z) = an+1
pn+1(z)pn(z) − pn(z)pn+1(z)

z − z
= |an+1 pn+1(z)|2

Im gn(z)
Im z

.

Thus, gn ∈ N0. Write pn(z) =
∏n

j=1 γn(z − ξ j). Due to the integral representation for gn,
there exists σ j > 0 such that

gn(z) =

n∑
j=1

σ j

ξ j − z
.

Hence, gn is increasing between λ j and λ j+1, giving exactly one zero of pn between
consecutive zeros of pn+1. Thus there is exactly one zero of pn+1 in each (ξ j, ξ j+1),
which shows the interlacing property. q

Note that mn is normalized so that

gn(z) ∼ −
1
z
, z→ ∞

which is the same as
n+1∑
j=1

σ j = 1.

Another family of Herglotz functions will play an important role. Note that from (2.13)
it follows that Tn(z)−1 is J-expanding. Thus, from Lemma 1.2.4 it follows that for τ ∈ R,

mn(z, τ) := Tn(z)−1 ? τ = −
qn(z) + anτqn−1(z)
pn(z) + anτpn−1(z)

(2.16)

is a Herglotz function. The functions

pn(z, τ) := pn(z) + anτpn−1(z), qn(z, τ) = qn(z) + anτqn−1(z)

are called quasi-orthogonal polynomials. For τ = ∞, we set pn(z,∞) = −an pn−1(z),
qn(z,∞) = −anqn−1(z). We collect their most important properties below.

2.1.28 Proposition. Let s be a moment sequence, τ ∈ R. Then the quasi-orthogonal
polynomials have the following properties

(i) All the zeros of a quasi-orthogonal polynomial are real and simple;

(ii) The zeros of pn(z, τ) and qn(z, τ) interlace;

(iii) For τ ∈ R \ {0}, and j < n − 1, we have

Φt(pn(t, τ)t j) = 0;

(iv) We have
Φt(pn(t, 0)tn−1) = 0;
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Proof. (i): By definition we have

Tn(z)−1
(
τ
1

) (
−qn(z, τ)
pn(z, τ)

)
.

Therefore, pn and qn cannot vanish identically. Since mn is a Herglotz function, which
is not constant 0 or∞, it cannot vanish or have a pole at C+.
(ii) follow as in Corollary 2.1.27.
(iii) and (iv) follow from the definition and the fact that pn(z) are orthogonal polynomials
for Φ. q

2.2 Quadrature formulae
Remember the rectangle rule with the left endpoint

Q[a,b]
0 ( f ) := (b − a) f (a)

which is exact for constant polynomials and the trapezoid rule

Q[a,b]
1 ( f ) := (b − a)

f (a) + f (b)
2

which is exact for linear polynomials. Note that if we consider the midpoint rule,

Q[a,b]( f ) := (b − a) f
(

a + b
2

)
we can integrate also linear polynomials exact with only one evaluation point. Gauss
suggested that an integration scheme is optimal, if it is exact for a certain degree of
polynomials and we will see that the above can be obtained for arbitrary number of
sampling points and degree of polynomials. That is for n interior sampling points we
are able to integrate exactly polynomials up to degree 2n − 1.

2.2.1 Lemma (Lagrange interpolation). Let z1, · · · , zn and α1, · · · , αn be complex num-
bers. Assume that all the z j are distinct. There exists a unique polynomial P ∈ Pn−1
such that

P(z j) = α j. (2.17)

It is explicitly given by

P(z) =

n∑
j=1

α j

∏
k, j

z − zk

z j − zk
=

n∑
j=1

α j
Q(z)

Q′(z j)(z − z j)
,

where Q(z) = A
∏n

j=1(z − z j) (here A ∈ C is arbitrary).

Proof. We will omit the proof. q

2.2.2 Proposition. Let Φ : P → C be a positive functional and τ ∈ R. Let pn(z, τ) be
the quasi-orthonormal polynomial constructed from Φ and let (ξ j)n

j=1 be the zeros of
pn(z, τ). Then

Φ(R) =

n∑
j=1

Φt

(
pn(t, τ)

p′n(ξ j, τ)(t − ξ j)

)
R(ξ j) (2.18)

for any R ∈ P2n−2. If τ = 0, (2.18) also holds for R ∈ P2n−1
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Proof. Let pn,τ(z) = pn(z, τ) and let R ∈ P2n−2. By polynomial division we can write
R = pn,τS + T , where S ∈ Pn−2,T ∈ Pn−1. Using orthogonality of pn,τ and p#

n,τ = pn,τ,
we get

Φ (R) = Φ(pn,τS ) + Φ(T ) = Φ(T ) (2.19)

=

n∑
j=1

T (ξ j)Φt

(
pn,τ(t)

(t − ξ j)p′n,τ(ξ j)

)
(2.20)

=

n∑
j=1

R(ξ j)Φt

(
pn,τ(t)

(t − ξ j)p′n,τ(ξ j)

)
, (2.21)

where we used Lagrange interpolation in the second line and the fact that R(ξ j) = T (ξ j)
for the last line. If τ = 0, then we can choose R ∈ P2n−1, i.e., S ∈ Pn−1 and still
Φ(pn,∞S ) = 0. q

There is an alternative expression for the coefficient in the interpolation forumla in terms
of the Christoffel-Darboux kernel

2.2.3 Lemma. In the setting of Proposition 2.2.2 we have

Φt

(
pn(t)

p′n(ξ j)(t − ξ j)

)
=

qn(ξ j, τ)
p′n(ξ j, τ)

=
1

Kn−1(ξ j, ξ j)
.

In particular, these coefficients are positive.

Proof. Since pn(ξ j, τ) = 0 we have

Φt

(
pn(t, τ)
(t − ξ j)

)
= Φt

(
pn(t, τ) − pn(ξ j, τ)

(t − ξ j)

)
= qn(ξ j, τ).

Hence

Φt

(
pn(t)

p′n(ξ j)(t − ξ j)

)
=

qn(ξ j, τ)
p′n(ξ j, τ)

.

On the other hand, using that pn(ξ j, τ) = pn(ξ j) − anτpn−1(ξ j) = 0, and hence, anτ =
pn(x j)

pn−1(x j)
, we see that

qn(ξ j, τ)
p′n(ξ j, τ)

=
pn−1(ξ j)qn(ξ j) − pn(ξ j)qn−1(ξ j)
pn−1(ξ j)p′n(ξ j) − pn(ξ j)p′n−1(ξ j)

.

Recall that by (2.12) we have 1 = an(pn−1(ξ j)qn(ξ j)− qn−1(ξ j)pn(ξ j)) On the other hand,
by the CD-formula (2.15)

Kn−1(ξ j, ξ j) = an(p′n(ξ j)pn−1(ξ j) − p′n−1(ξ j)pn(ξ j)).

Hence,
an(pn−1(ξ j)qn(ξ j) − pn(ξ j)qn−1(ξ j))
an(pn−1(ξ j)p′n(ξ j) − pn(ξ j)p′n−1(ξ j))

=
1

Kn−1(ξ j, ξ j)
.

q
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2.3 Existence of a solution for the Hamburger moment
problem

At this place we are already able to show that (sn)n∈N0 being a positive sequence is
necessary and sufficient to have a non-trivial solution to the Hamburger moment problem.

2.3.1 Theorem. Let (sn)n∈N0 ∈ R
N0 . Then there exists a real measure µ, which is not

supported on finitely many points such that for all n ∈ N0

sn =

∫
R

xndµ(x),

if and only if (sn)n∈N0 is a moment sequence.

From the introduction we already see that the only thing to prove is the ”if” direction.

2.3.2 Lemma. Let (sn)n∈N0 ∈ R
N0 be a moment sequence. Fix n ∈ N and define

mn(z, τ) = −
qn(z, τ)
pn(z, τ)

.

Then mn(z, τ) is a Herglotz function and if

µn,τ =
∑

ξ j |pn(ξ j,τ)=0

c jδξ j

is the measure in its integral representation, then it holds that

s j =

∫
x jdµn,τ(x), 0 ≤ j ≤ 2n − 2.

If τ = 0, this also holds for j = 2n − 1. In particular, µn,τ(R) = s0 = 1.

Proof. We have already seen that mn(z, τ) is a Herglotz function. Thus, the integral
representation is given by

−
qn(z, τ)
pn(z, τ)

=
∑

ξ j |pn(ξ j,τ)=0

c j

ξ j − z
=

∫
1

x − z
dµn(x),

where

c j = lim
y→0

mn(ξ j + iy)(ξ j − (ξ j + iy)) =
qn(ξ j, τ)
p′n(ξ j, τ)

=
1

Kn−1(ξ j, ξ j)
,

where we used Lemma 2.2.3 in the last step. By definition of the function (2.6) we have
Φt(tk) = sk. On the other hand, for every polynomial R ∈ P2n−2

Φ[R] =
∑

ξ j |pn(ξ j)=0

Φt

(
pn(t, τ)

p′n(ξ j, τ)(t − ξ j)

)
R(ξ j) =

∑
ξ j |pn(ξ j,τ)=0

c jR(ξ j) =

∫
R(x)dµn(x).

Thus, this holds in particular for the monomials (x j)2n−2
j=0 . The changes for τ = 0 are

obvious. q
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Our general strategy is to take a weak-* limit of the sequence µn and show that this
limit has all the right moments. Some caution is required at this place, since x j are not
bounded functions on R, so convergence of µn does not imply directly convergence
of the moments. We therefore prove the following lemma. Let us first clarify what
convergence of measures we have in mind. All µn are measures on R. We can extend
them to measures on R by setting µn({∞}) = 0. Then we can identify them as elements
of (C(R), ‖ · ‖∞)∗. We will understand convergence of measures in the corresponding
weak-* topology.

2.3.3 Lemma. Let µn be measures supported on R and (sn)n∈N0 a moment sequence.
Assume that ∫

x jdµn(x) = s j 0 ≤ j ≤ 2n − 1.

Then, there exists a subsequence µnk convergent to a measure µ with∫
x jdµ(x) = s j, j ∈ N0.

Proof. Let mn be as in (2.3.2) for some fixed choice of τ. Consider µn as elements of
(C(R), ‖ · ‖∞)∗, extended to R by µn({∞}) = 0. Since s0 = 1, we have µn(R) = µn(R) = 1,
and thus are precompact by Banach-Alaoglu. Thus, we find a subsequence and a
measure µ such that

lim
k→∞

µnk = µ,

where the limit is taken in the weak-* topology of (C(R), ‖ · ‖∞)∗. That is integrated
agains continuous functions on R. Note that in principle mass could be lost to∞. We
first show that this is not the case. Since for all n ≥ 2∫

x2dµn = s2,

we get for any R > 0, ∫
|x|≥R

dµn ≤

∫
x2

R2 dµn(x) =
s2

R2

Let fR be a function on R, which is constant 1 on R \ [−2R, 2R], constant 0 on [−R,R]
and linearly interpolated in between. Then we clearly have∫

R

fR(x)dµn(x) ≤
∫
|x|≥R

dµn(x) ≤
s2

R2 .

On the other hand
lim
k→∞

∫
R

fR(x)dµnk (x) =

∫
R

fR(x)dµ(x)

and thus ∫
R

fR(x)dµ(x) ≤
s2

R2 .

Sending R→ ∞ shows that µ({∞}) = 0.
We define a function

f j,R(x) =


x j, x ∈ [−R,R]
R j(1 − x−R

R ), x ∈ [R, 2R]
(−R) j(1 − −x−R

R ), x ∈ [−2R,−R]
0 x ∈ R \ [−2R, 2R]
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For any m and k so that m ≤ nk − 1 we have∫
f2m,R(x)dµnk ≤ s2m. (2.22)

Since f j,R is continuous on R we get

lim
k→∞

∫
f j,R(x)dµnk (x) =

∫
f j,R(x)dµ(x).

and thus ∫
f2m,R(x)dµ ≤ s2m

and the monotone convergence theorem implies that∫
R

x2mdµ(x) ≤ s2m.

That is µ has finite moments. Dominated convergence, implies that

lim
R→∞

∫
f j,R(x)dµ(x) =

∫
x jdµ(x). (2.23)

Fix j and choose 2m > j and k sufficiently large so that nk − 1 > m. Then we have∫ ∣∣∣ f j,R(x) − x j
∣∣∣ dµnk (x) ≤ 2

∫
|x|≥R
|x| j dµnk (x)

≤ 2
∫
|x|≥R

∣∣∣∣∣ x
R

∣∣∣∣∣2m− j
|x| jdµnk (x)

≤ 2R j−2ms2m.

Hence

lim
R→∞

∫
f j,R(x)dµnk (x) =

∫
x jdµnk (x) (2.24)

uniformly in k. Fix ε > 0. Using that the limit in (2.23) is finite, we write∣∣∣∣∣∫ x jdµ(x) −
∫

x jdµnk (x)
∣∣∣∣∣ ≤ ∣∣∣∣∣∫ x jdµ(x) −

∫
f j,R(x)dµ(x)

∣∣∣∣∣ +

∣∣∣∣∣∫ f j,R(x)dµ(x) −
∫

f j,R(x)dµnk (x)
∣∣∣∣∣

+

∣∣∣∣∣∫ f j,R(x)dµnk (x) −
∫

x jdµnk

∣∣∣∣∣ .
Using uniformity in (2.24) we can first choose R big enough so that the first and the
third expression are smaller than ε for all sufficiently large k. Then we find k0 so that
for k ≥ k0 the second term becomes smaller than ε. q

Combining these statements we have proven Theorem 2.3.1.

2.4 Weyl discs and Weyl m-function
From Corollary 2.1.24 it follows that Tn(z)−1 is J-expanding in C+. Thus, considered as
a Möbius transform Tn(z)−1, by Lemma 1.2.4 maps C+ = C+ ∪ R ∪ {∞} into itself. Let
us also introduce R = R ∪ {∞}. This motivates the definition of the Weyl disc
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2.4.1 Definition. For every n ≥ 1 and z ∈ C+ the Weyl discDn(z) and the Weyl circle
Cn(z) are defined by

Dn(z) =
{
Tn(z)−1 ? τ | τ ∈ C+

}
, Γn(z) =

{
Tn(z)−1 ? τ | τ ∈ R

}
.

2.4.2 Lemma. For every n ≥ 1 and z ∈ C+ the Weyl circle Γn(z) is a circle in C+ ∪ R
with center cn(z) and radius rn(z) given by

cn(z) =
qn−1(z)pn(z) − qn(z)pn−1(z)

pn(z)pn−1(z) − pn−1(z)pn(z)
, rn(z) =

1
|z − z|Kn(z, z)

.

Proof. Note that since det Tn(z) = 1

Tn(z)−1 =

(
−anqn−1(z) −qn(z)
an pn−1(z) pn(z)

)
.

The forumla for cn(z) follows readily from Lemma 1.2.2. The forumla for rn follows
from Lemma 1.2.2 together with the CD-formula (2.15). That Cn(z) must be contained
in C+ follows from the fact that Tn(z) is J-expanding. Since rn(z) < ∞, we conclude
that it is indeed a circle and not a half space. q

2.4.3 Lemma. For every n ≥ 1 and z ∈ C+ the Weyl disc Dn(z) is a disc in the upper
half plane. Moreover, the discs are nested, i.e.,

Dn+1(z) ⊂ Dn(z).

Proof. We have Tn+1(z) = A(z, an+1, bn)Tn(z). If M is a Mbius transform and S ⊂ C,
let us denote M(S ) = {M ? τ | τ ∈ S }. Since A(z, an, bn−1) is J-expanding, we have
A(z, an, bn−1)−1(C+) ⊂ C+. It follows that

Dn+1(z) = Tn+1(z)−1
(
C+

)
= Tn(z)−1

(
A(z, an+1, bn)−1

(
C+

))
⊂ Tn(z)−1

(
C+

)
= Dn(z).

q

We will give an alternative description for the Weyl disc and the Weyl circle:

2.4.4 Lemma. For any z ∈ C+, n ≥ 1 we have

Γn(z) =

w |
Im w
Im z

=

n−1∑
k=0

|wpk(z) + qk(z)|2
 ,Dn(z) =

w |
Im w
Im z

≥

n−1∑
k=0

|wpk(z) + qk(z)|2
 .

In particularDn(z) ⊂ C+.

Proof. Recall that w ∈ Γn(z) if w = Tn(z)−1 ? τ, for τ ∈ R. If fA denotes the Möbius
transformation generated by A as in Lemma 1.2.1 this is by definition

w = fTn(z)−1 (τ)

and hence,

Tn(z) ? w = fTn(z)(w) = fTn(z)( fTn(z)−1 (τ)) = fTn(z)◦Tn(z)−1 (τ) = τ.

Therefore
Tn(z) ? w = τ ∈ R.
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This is,
pn(z)w + qn(z)

pn−1(z)w + qn−1(z)
∈ R,

which is equivalent to

(pn(z)w + qn(z))(pn−1(z)w + qn−1(z)) ∈ R.

Inserting this into (2.14) yields that w ∈ Γn(z) if and only if

Im w
Im z

=

n−1∑
k=0

|wpk(z) + qk(z)|2.

For the description ofDn we note that the same arguments show that w ∈ Dn(z) if and
only if

Im(pn(z)w + qn(z))(pn−1(z)w + qn−1(z)) ≥ 0.

Hence, the claim follows again by (2.14).
It remains to show that Dn(z) ⊂ C+. Note that Im w = 0, implies that for 0 ≤ k < n,
wpk(z) + qk(z) = 0. This implies that −qk(z)/pk(z) ∈ R. Since Tk(z)−1 is J-expanding,
we see that

mk(z) = Tk(z)−1 ? 0 = −
qk(z)
pk(z)

is a Herglotz function. Thus if for z ∈ C+, mk(z) ∈ R, it follows that mk is constant. This
gives a contradiction. q

Recall that
mn(z, τ) = Tn(z)−1 ? τ, τ ∈ R

and that by Lemma 2.3.2, the measure in its integral representation µn,τ is a solution of
the moment problem for 0 ≤ j ≤ 2n − 2. On the other hand, by construction

Γn(z) = {mn(z, τ) | τ ∈ R}.

Allowing τ ∈ C+ and all solutions of the moment problem gives a corresponding relation
ofDn(z). Let us introduce for a general finite measure µ,

wµ(z) =

∫
R

dµ(x)
x − z

.

Recall also that for measure with k finite moments, we denote

sk[µ] =

∫
xndµ(x).

2.4.5 Proposition. For n ≥ 0 and z ∈ C+ it holds that

Dn(z) = {wµ(z) | sk[µ] = sk, 0 ≤ k ≤ 2n − 2}.

Proof. Let us start with the inclusion ⊂: As seen above, we know the statement already
for w ∈ Γn(z). It thus suffices to take w ∈ int(Dn(z)). Since Dn(z) is a circle, we find
w1,w2 ∈ Γn(z) and θ ∈ (0, 1) so that

w = θw1 + (1 − θ)w2.
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Moreover, there are τ1, τ2 ∈ R with

wi = mn,τi (z), i = 1, 2.

Now set
µ = θµn,τ1 + (1 − θ)µn,τ2 ,

then clearly
s j[µ] = s j, 0 ≤ j ≤ 2n − 2,

and
wµ(z) = θmn,τ1 (z) + (1 − θ)mn,τ2 (z) = θw1 + (1 − θ)w2 = w.

We prove ⊃: Let µ be a solution of the moment problem for 0 ≤ k ≤ 2n − 2. Let (pk)n−1
k=0

be the orthonormal polynomials associated to (sk)2n−2
k=0 . Note that by assumption and

Lemma 2.1.9, they also form an orthonormal system in L2(µ). Since µ is a finite measure
f (x) = 1

x−z belongs to L2(µ) and thus by Bessel’s inequality we get∫
| f (x)|2dµ(x) ≥

n−1∑
k=0

∣∣∣∣∣∫ f (x)pk(x)dµ(x)
∣∣∣∣∣2 .

Since

| f (x)|2 =
1

x − z
1

x − z
=

1
z − z

(
1

x − z
−

1
x − z

)
,

we see that ∫
| f (x)|2dµ(x) =

Im wµ(z)
Im z

.

On the other hand, for 0 ≤ k ≤ n − 1∫
f (x)pk(x)dµ(x) =

∫
pn(x) − pk(z)

x − z
dµ(x) + pk(z)

∫
1

x − z
dµ(x) = qk(z) + pk(z)wµ(z).

Appealing to Lemma 2.4.4 shows that wµ(z) ∈ Dn(z). q

2.4.1 Invariablity
Due to Lemma 2.4.2,Dn(z) is a non-degenerated disc (i.e., not a straight line) and due
to 2.4.3 for fixed z, the discsD are nested. Hence, we can define

D∞(z) =
⋂

n

Dn(z)

and this will be either a disc or a point. It turns out that this is a property of the moment
sequence in the sense thatD∞(z) is a disc for one z ∈ C+ then this holds for all z ∈ C+.
By Lemma 2.4.2,D∞(z) is a disc if and only if

lim
n→∞

Kn(z, z) =

∞∑
k=0

|pk(z)|2 < ∞.

In fact, this also implies summablity if qk.

2.4.6 Lemma. Let z ∈ C+. ThenD∞(z) is a disc, if and only if

∞∑
k=0

(|pk(z)|2 + |qk(z)|2) < ∞. (2.25)
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Proof. From the discussion preceding the Lemma, we obtain that (2.25) implies that
D∞(z) is a disc.
On the other hand, choose w ∈ D∞(z). Then Lemma 2.4.4 implies that

∞∑
k=0

|wpk(z) + qk(z)|2 ≤
Im w
Im z

.

That is, (pk(z))k, (wpk(z) + qk(z))k ∈ `
2(N0) and thus also (qk(z))k ∈ `

2(N0). q

2.4.7 Lemma. Let A = (αk, j)∞k, j=0 such that

ak, j = 0 for j ≥ k and
∑

k, j∈N2
0

|ak, j|
2 < ∞.

Then, there exists a constant C (depending on A) such that for any (y j) j∈N0 , ∈ `
2(N0),

there exists a unique solution (x j) j∈N0 so that

yk = xk −

k−1∑
j=0

αk, jx j. (2.26)

Moreover, we have
∞∑

k=0

|xk |
2 ≤ C

∞∑
k=0

|yk |
2,

i.e., (I − A)−1 ∈ Lb(`2(N0)).

Proof. Let An = (αk, j)n−1
k, j=0. Note that I − A is lower triangular. Therefore, for all n ∈ N,

I − A maps (Cn)⊥ = {(x j) ∈ `2 | x j = 0, 0 ≤ j ≤ n − 1} into itself. Thus, uniqueness
of the solution follows from invertibility of In − An, where In is the identiy on Cn. Let
us first consider vectors in xn, yn ∈ Cn. Since (In − An) is invertible and as linear map
between finite dimensional Hilbert spaces bounded, we find Cn so that

‖xn‖ ≤ Cn‖yn‖.

Let (y j) j∈N0 ∈ `
2(N0) and (x j) j∈N0 be the unique solution of (2.26). Moreover, for N ∈ N

let xN = (x j)N
j=0. Set

n = min

m |
∑
k≥m

k−1∑
j=0

|ak, j|
2 <

1
8

 .
In the following assume that N ≥ n. By the above it holds that

n−1∑
j=0

|x j|
2 ≤ C2

n‖y‖
2. (2.27)

Set

J(x) =

n ≤ k ≤ N | |xk | ≤ 2

√√√ k−1∑
j=0

|ak, j|
2
∥∥∥xN

∥∥∥ .
Then ∑

k∈J(x)

|xk |
2 ≤ 4

∑
k∈J(x)

k−1∑
j=0

|ak, j|
2
∥∥∥xN

∥∥∥2
≤ 4

∑
n≤k

k−1∑
j=0

|ak, j|
2
∥∥∥xN

∥∥∥2
≤

1
2

∥∥∥xN
∥∥∥2
.
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That is, ∑
n≤k≤N
k∈J(x)

|xk |
2 ≤

n−1∑
k=0

|xk |
2 +

∑
n≤k≤N
k<J(x)

|xk |
2. (2.28)

On the other hand, for n ≤ k ≤ N, k < J(x) we have

|yk | ≥ |xk | −

k−1∑
j=0

|ak, j|x j| ≥ |xk | −

√√√ k−1∑
j=0

|ak, j|
2
∥∥∥xN

∥∥∥ > 1
2
|xk |.

Hence,

1
4

∑
n≤k≤N
k<J(x)

|xk |
2 ≤ ‖y‖2. (2.29)

Combining (2.27), (2.28) and (2.29), we get

N∑
k=0

|xk |
2 =

n−1∑
k=0

|xk |
2 +

∑
n≤k≤N
k<J(x)

|xk |
2 +

∑
n≤k≤N
k∈J(x)

|xk |
2

≤ 2


n−1∑
k=0

|xk |
2 +

∑
n≤k≤N
k<J(x)

|xk |
2


≤ 2(C2

n + 4)‖y‖2.

Since this estimate holds for all N ≥ n, we conclude that
∞∑

k=0

|xk |
2 ≤ 2(C2

n + 4)‖y‖2,

which finishes the proof. q

2.4.8 Theorem. The following are equivalent:

(i) There exists z0 ∈ C+ so that
∑∞

k=0(|pk(z)|2 + |qk(z)|2) < ∞;

(ii) For all z0 ∈ C+ so that
∑∞

k=0(|pk(z)|2 + |qk(z)|2) < ∞;

(iii) There exists z0 ∈ C+ so thatD∞(z0) is a disc;

(iv) For all z0 ∈ C+ so thatD∞(z0) is a disc;

Proof. (i) ⇐⇒ (iii) and (ii) ⇐⇒ (iv) follows from Lemma 2.4.6. We show
(i) ⇐⇒ (ii). (ii) =⇒ (i) is trivial.
Assume that (i) holds. Then we have

∞∑
k=0

|pk(z0)|2 < ∞ and
∞∑

k=0

|qk(z0)|2 < ∞.

Since
pn(z) − pn(z0)

z − z0
∈ Pn−1,
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we find αn,k so that

pn(z) − pn(z0)
z − z0

=

n−1∑
k=0

αn,k(z0)pk(z). (2.30)

Applying Φ yields

αn,k(z0) = Φ

(
pn(t) − pn(z0)

t − z0
pk(t)

)
= pk(z0)Φ

(
pn(t) − pn(z0)

t − z0

)
+ Φ

(
pn(t) − pn(z0)

t − z0
(pk(t) − pk(z0))

)
= pk(z0)qn(z0) + Φ

(
pk(t) − pk(z0)

t − z0
pn(t)

)
− pk(z0)Φ

(
pk(t) − pk(z0)

t − z0

)
= pk(z0)qn(z0) − pn(z0)qk(z0).

Hence,
∞∑

n=0

|αn,k(z0)|2 ≤ 4
∞∑

k=0

|pk(z0)|2
∞∑

k=0

|qk(z0)|2 < ∞.

Invoking Lemma 2.4.7 shows that (pk(z))k∈N0 ∈ `
2(N0), which concludes the proof. q

2.4.9 Definition. We say that a moment sequence s corresponds to an indeterminate
moment problem, if one (and hence all) of the properties of Theorem 2.4.8 hold.
Otherwise, we call the moment problem determinate.

2.4.10 Proposition. If s corresponds to an indeterminate moment problem, then there
is only one measure µ, such that for every n ∈ N0

sn =

∫
xndµ(x).

Proof. Assume that there are µ1, µ2, such that for every n, sn = sn[µ1] = sn[µ2]. Fix
z ∈ C+. Then Proposition 2.4.5 implies that wµ1 (z) and wµ2(z) belong toDn(z) for every
n. Thus, they belong toD∞(z), which implies that wµ1 (z) = wµ2(z). Since this holds for
every z ∈ C+, we conclude that wµ1 ≡ wµ2 . Uniqueness of the measure in the integral
representation, cf. Theorem 1.3.5 shows that µ1 = µ2. q

We will now focus on the case of an indeterminate moment problem. In this case, there
exists a whole family of solutions, which can be explicitly parametrized. We will end
this section by studying the functions, which will ultimately lead to the parametrization
of all solutions.
Recall the identity

Tn(w)∗JTn(z) − J
w − z

=

n−1∑
k=0

(
pk(z)pk(w) qk(z)pk(w)
pk(z)qk(w) qk(z)qk(w),

)
which needs to be interpreted appropriately if z = w. Define

Kn(z,w) =
Tn(w)∗JTn(z) − z

w − z
.
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Since Tn(0) ∈ SL(2,R), we have Tn(0)∗JTn(0) = J and hence

Kn(z, 0) =
J − JTn(0)−1Tn(z)

z

and thus
Tn(0)−1Tn(z) = I + zJKn(z, 0).

Note also, that Tn(0) as a Möbius transform acts as a bijection from C+ to C+. We define
polynomials An, Bn,Cn,Dn by(

An(z) Bn(z)
Cn(z) Dn(z)

)
= Tn(z)−1Tn(0).

Note that by (2.12) we have

det Tn(z)−1Tn(0) = An(z)Dn(z) − Bn(z)Cn(z) = 1.

Explicitly, we get

An(z) = 1 + z
n−1∑
k=0

qk(z)pk(0), Bn(z) = z
n−1∑
k=0

qk(z)qk(0),

Cn(z) = −z
n−1∑
k=0

pk(z)pk(0), Dn(z) = 1 − z
n−1∑
k=0

pk(z)qk(0).

Our goal is to show that, provided to s corresponds to an indeterminate moment problem,
An, Bn,Cn,Dn converge to entire functions as n→ ∞.

2.4.11 Proposition. Assume that s corresponds to an indeterminate moment problem.
Then, for z in a compact subset of C,

∞∑
k=0

|pk(z)|2, and
∞∑

k=0

|qk(z)|2

are uniformly bounded.

Proof. We start with proving the claim for pk. Fix z0 ∈ C+. In Theorem 2.4.8 it is
shown, that there exists a Hilbert-Schmidt operator A = (ak, j) (depending on z0) with
ak, j = 0 for j ≥ k, so that

pk(z0) = pk(z) − (z − z0)
k−1∑
j=0

ak, j p j(z).

If v(z) = (pk(z))∞k=0, then we can write this as

v(z0) = (I − (z − z0)A)v(z).

That is,
v(z) = (I − (z − z0)A)−1v(z0).

We claim that

z 7→ (I − (z − z0)A)−1 (2.31)
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is analytic and hence in particular continuous. To see this, fix z1 ∈ C and write

(I− (z− z0)A) = (I− (z− z1 + z1− z0)A) = (I− (z1− z0)A)(I− (z− z1)(I− (z1− z0)A)−1A).

Now if z is so that
|z − z1|‖I − (z1 − z0)A)−1A‖ < 1

we can form the Neumann series for (I− (z−z1)(I− (z1−z0)A)−1A)−1 to prove analyticity
of (2.31). Hence, for K ⊂ C there exists C > 0 so that

‖(I − (z − z0)A)−1‖ < C.

In particular, this shows that
‖v(z)‖ ≤ C‖v(z0)‖,

showing uniform boundedness of

∞∑
k=0

|pk(z)|2.

The same proof works for
∑∞

k=0 |qk(z)|2, once we know that

qn(z) = qn(z0) + (z − z0)
n−1∑
k=0

αn,k(z0)qk(z). (2.32)

Using (2.31) we find that

pn(z) − pn(t)
z − t

=

n−1∑
k=0

αn,k(z0)
(

pk(z)(z − z0) − pk(t)(t − z0)
z − t

)
,

pn(z0) − pn(t)
z0 − t

=

n−1∑
k=0

αn,k(z0)pk(t).

Subtracting these equations and applying Φ proves (2.32). q

2.4.12 Theorem. The functions An, Bn,Cn,Dn converge uniformly on compact subsets
of C and thus

A(z) = 1 + z
∞∑

k=0

qk(z)pk(0), B(z) = z
∞∑

k=0

qk(z)qk(0),

C(z) = −z
∞∑

k=0

pk(z)pk(0), D(z) = 1 − z
∞∑

k=0

pk(z)qk(0).

define entire functions. Moreover, we have

A(z)D(z) − B(z)C(z) = 1. (2.33)

Define

W(z) :=
(
A(z) B(z)
C(z) D(z)

)
Then, W is J-expanding on C+ and

D∞(z) =
{
W(z) ? τ | τ ∈ C+

}
.
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Proof. We show the claim for A, An. All other cases follow analogously. Fix K ⊂ C
compact and ε > 0. Let C = supz∈K

∑∞
k=0 |qk(z)|2. Let n0, so that for n,m ≥ n0

n∑
k=m+1

|pk(0)|2 <
ε

C
.

Then, we get

|An(z) − Am(z)|2 ≤

 n∑
k=m+1

|qk(z)pk(0)|

2

≤

n∑
k=m+1

|qk(z)|2
n∑

k=m+1

|pk(0)|2 < ε.

Recall, that by definition of An, Bn,Cn,Dn, we have

An(z)Dn(z) − Bn(z)Cn(z).

Thus, sending n→ ∞ proves (2.33). To show that W(z) is J-expansive is equivalent to
showing that W−1(z) is J-contractive. Define Wn(z) = Tn(z)−1Tn(0). Then Wn(z)−1 =

Tn(0)−1Tn(z). Using that (Tn(0)−1)∗JTn(0)−1 = J, we get

(Wn(z)−1)∗JWn(z)−1 − J
z − z

=
Tn(z)∗(Tn(0)−1)∗JTn(0)−1Tn(z) − J

z − z
=

Tn(z)∗JTn(z) − J
z − z

≥ 0.

Sending n→ ∞ preserved the inequality showing that W is J-expanding in C+. For the
remaining claim note that Tn(0) maps C+ onto itself and thus that Wn(z)(C+) = Dn(z).
Using thatDn(z)↘ D∞(z) and Wn → W∞ the last claim follows. q

2.5 Function theoretic approach to the moment prob-
lem

In 1922 Nevanlinna proposed to not work with the moments directly, but instead consider
asymptotic expansions of wµ at∞. We start with a definition:

2.5.1 Definition. Let Ω ⊂ C be an undbounded set and 0 < Ω. A function f : Ω→ C
has an asymptotic expansion in Ω at ∞, if there exists ak ∈ C, k ∈ N0, so that for all
n ∈ N0,

lim
z→∞
z∈Ω

zn

 f (z) −
n−1∑
k=0

ak

zk

 = an.

In this case we write

f (z) ∼
∞∑

k=0

ak

zk .

We will be mainly concerned with Ω of the form

Ωδ = {z ∈ C \ {0} | δ < arg z < π − δ}, 0 < δ <
π

2
.

Induction shows that the ans are uniquely determined by f , if they exist. However, an

do not determine f uniquely. E.g. f (x) = e−x and g(x) = 0 have the same asymptotic
expansion in Ω = (0,∞). We will if s corresponds to an indeterminate moment problem,
then every representing measure will have the same asymptotic expansion. Note also
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that the series
∑∞

k=0
ak
zk in an asymptotic expansion can be divergent. It merely says that

the partial sums are good approximations of f in the sense that

f (z) −
n−1∑
k=0

ak

zk = O
(

1
zn

)
, z→ ∞, z ∈ Ω.

The following argument will be used later. Assume that for some n and an ∈ C.

lim
z→∞

zn

 f (z) −
n−1∑
k=0

ak

zk

 = −an

This implies that

0 = lim
z→∞

zn−1

 f (z) −
n−1∑
k=0

ak

zk

 = lim
z→∞

zn−1

 f (z) −
n−2∑
k=0

ak

zk

 − an−1,

showing that

lim
z→∞

zn−1

 f (z) −
n−2∑
k=0

ak

zk

 = an−1.

The following theorem is in this spirit and shows that the moments of a measure can be
seen from the asymptotic expansion of the corresponding Herglotz function. Recall that

wµ(z) =

∫
1

x − z
dµ(x).

2.5.2 Proposition. Assume that µ has n + 1 finite moments,

sk = sk[µ] =

∫
R

xkdµ(x), 0 ≤ k ≤ n.

Then for any 0 < δ < π
2 , it holds that

lim
z→∞
z∈Ωδ

zn+1
(
wµ(z) +

s0

z
+

s1

z2 + . . .
sn−1

zn

)
= −sn. (2.34)

If µ has n + 2 finite moments and n is odd, then this limit is uniform among all measures
with the same n + 2 moments.

Proof. Assume that µ has n + 1 finite moments. It can be directly verified that

1
x − z

+
1
z

+ . . .
xn−1

zn =
xn

zn

1
x − z

. (2.35)

Integrating this with respect to µ yields

zn+1
(

f (z) +
s0

z
+ . . .

sn−1

zn

)
=

∫
xnz

x − z
dµ(x) = −sn +

∫
xn+1

x − z
dµ(x).

Thus, it is required to estimate the last integral. Note that for δ ≤ arg z ≤ π − δ and
x ∈ R it holds that

|x − z| ≥ |z| sin δ, |x − z| ≥ |x| sin δ.
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In the first case, this can be seen by considering the ray, arg z = δ and realizing that for
fixed z the extremal configuration corresponds to Re z = x, i.e. |Re z − z| = dist(R, z),
where one has equality. Any other x increases |x − z|. The second inequaliy can be
obtained in the same way by fixing x and varying z.
Assume first that also the sn+1 is finite and n + 1 is even. Then∫

|x|n+1

|x − z|
dµ(x) ≤

1
|z| sin δ

∫
xn+1dµ(x) =

sn+1

|z| sin δ
. (2.36)

Thus, we proved the uniformity statement. Without this extra assumption, we have for
arbitrary A > 0,∫

|x|n+1

|x − z|
dµ(x) ≤

1
|z| sin δ

∫
(−A,A)

|x|n+1dµ(x) +
1

sin δ

∫
|x|≥A
|x|ndµ(x).

Thus, for given ε > 0, we can first choose A big enough to make the second integral
smaller than ε/2 and then for fixed A choose |z| big enough. q

Note that (2.34) is equivalent to

wµ(z) +
s0

z
+

s1

z
+ · · · +

sn

zn+1 = o
(

1
zn+1

)
z→ ∞, z ∈ Ω.

The following proposition is a converse to this statement.

2.5.3 Proposition. Let f ∈ N0, n ∈ N and sk ∈ R, 0 ≤ k ≤ 2n so that

lim
y→∞

(iy)2n+1
(

f (iy) +
s0

iy
+

s1

(iy)2 + . . .
s2n−1

(iy)2n

)
= −s2n. (2.37)

Then f = wµ for some µ with

sk =

∫
R

xkdµ(x), 0 ≤ k ≤ 2n.

Proof. From (2.37) it follows that

lim
y→∞

iy f (iy) = −s0

and hence by Proposition 1.3.10 there exists a finite measure µ such that

f (z) =

∫
dµ(x)
x − z

= wµ(z).

Since,
Re iy f (iy) = −y Im f (iy),

we conclude from the proof of Proposition 1.3.10 that limy→∞ iy f (iy) = −µ(R) and
hence s0 = µ(R). From (2.37) it follows that for all m ≤ n

lim
y→∞

(iy)2m+1
(

f (iy) +
s0

iy
+

s1

(iy)2 + · · · +
s2m−1

(iy)2m

)
= −s2m. (2.38)

We proceed by induction over m. Assume that for m ≤ n it holds that∫
xkdµ(x) = sk, 0 ≤ k ≤ 2m − 2.
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Inserting this into (2.38) and using (2.35) yields

lim
y→∞

(∫
(iy)2x2m−1

x − iy
+ iys2m−1

)
= −s2m. (2.39)

In particular,

lim
y→∞

∫
iyx2m−1

x − iy
= −s2m−1. (2.40)

Splitting off the real part in (2.39) and (2.40) we get

lim
y→∞

∫
y2x2m

x2 + y2 dµ(x) = s2m,

lim
y→∞

∫
y2x2m−1

x2 + y2 dµ(x) = s2m−1.

By monotone convergence, we conclude from the first equation that∫
x2mdµ(x) = s2m.

In particular,
∫
|x|2m−1dµ(x) < ∞. And hence, by dominated convergence, we get from

the second equation that ∫
x2m−1dµ(x) = s2m−1.

This finishes the proof. q

We get an alternative proof of Lemma 2.3.3.

2.5.4 Corollary. Let (sk)2n
k=0 be given and assume that (µ`)`∈N0 are measures such∫

xkdµn(x) = sk 0 ≤ k ≤ 2n.

Then, there exists a convergent subsequence (µ` j ) j∈N (in C(R)′). Moreover, for any
convergent subsequence and limit µ = lim µ` j we have∫

xkdµn(x) = sk 0 ≤ k ≤ 2n − 1.

Proof. That there exists a convergent subsequence follows again by Banach-Alaoglu.
Now take a convergent subsequence (µn j ) with limit µ and define

wµ` j
(z) =

∫
1

x − z
dµ` j (x), wµ(z) =

∫
1

x − z
dµ(x).

Then, by (1.3.8) we conclude that

lim
j

wµ` j
= wµ

uniformly on compact subsets of C+. In the proof of Theorem 2.5.2, specifically (2.36)
we have shown that∣∣∣∣∣∣(iy)2n

(
wµ` j

(iy) +
s0

iy
+ · · · +

s2n−2

(iy)2n−1 +
s2n−1

(iy)2n

)∣∣∣∣∣∣ ≤ s2n

y
,
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which holds pointwise for all y. Sending j→ ∞ shows that∣∣∣∣∣∣(iy)2n
(
wµ(iy) +

s0

iy
+ · · · +

s2n−2

(iy)2n−1 +
s2n−1

(iy)2n

)∣∣∣∣∣∣ ≤ s2n

y
,

which implies by Theorem 2.5.2 that∫
xkµ(x) = sk, 0 ≤ k ≤ 2n − 1.

q

We are now ready to prove the main theorem of this section. Recall that

W(z) =

(
A(z) B(z)
C(z) D(z),

)
as given in Theorem 2.4.12.

2.5.5 Theorem. Assume that s corresponds an indeterminate moment problem. Define
the map

Ξ[s] :=
{
N0 → N0
φ 7→

(
z 7→ W(z) ? φ(z)

)
Then Ξ is injective and µ ∈ Ξ[s](N0) if and only if

sk[µ] = sk, k ∈ N0. (2.41)

Proof. That Ξ maps into N0 follows from the fact that W is J-expanding. Injectivity
follows from the fact that W is invertivible and the uniqueness claim in Theorem 1.3.5.
Thus, it remains to determine the range of Ξ[s]. Assume that µ is so that wµ satisfies
(2.41). Then, for fixed z ∈ C+, wµ(z) belongs toDn(z) for all n ∈ N0 and thus toD∞(z).
Hence, Theorem 2.4.12 implies that

φ(z) := W(z)−1 ? wµ(z) ∈ C+.

We conclude that φ ∈ N0.
It remains to show that for any φ ∈ N0, Ξ[s](φ) is of the form∫

dµ(x)
x − z

,

for some measure µ satisfying (2.41).
Recall that

Wn(z) :=
(
An(z) Bn(z)
Cn(z) Dn(z)

)
= Tn(z)−1Tn(0).

J ? φ = − 1
φ

, which maps N0 onto itself, we can also consider

Wn(z)J =

(
Bn(z) −An(z)
Dn(z) −Cn(z)

)
.
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Let φ ∈ N0 and assume that lim Im φ(iy)
y > 0. Define

wn(z) = Wn(z)J ? φ =
Bn(z)φ(z) − An(z)
Dn(z)φ −Cn(z)

.

Using that An(z)Dn(z) − Bn(z)Cn(z) = 1 we get

wn(z) =
Bn(z)
Dn(z)

−
1

Dn(z)(Dn(z)φ(z) −Cn(z))
.

We have

Cn(z) = −z
n−1∑
k=0

pk(z)pk(0), Dn(z) = 1 − z
n−1∑
k=0

pk(z)qk(0).

Assume that qn−1(0) , 0, then using lim Im φ(iy)
y > 0, we have

1
Dn(iy)(Dn(iy)φ(iy) −Cn(iy))

= o
(

1
z2n

)
,

Since
Bn(iy)
Dn(iy)

+
s0

iy
+ · · · +

s2n−2

(iy)2n−1 = o
(

1
(iy)2n−1

)
,

we have

wn(z) +
s0

iy
+ · · · +

s2n−2

(iy)2n−1 = o
(

1
(iy)2n−1

)
. (2.42)

Let µn be the measure in the integral representation of wn. Then it follows from
Propostion 2.5.3 that

sk[µn] = sk, 0 ≤ k ≤ 2n − 2.

If qn−1(0) = 0, then qn(0) , 0, since − qn−1
qn

is a Herglotz function and thus has interlacing
zeros. In any case, we find a subsequence such that (2.42) holds. Sending n→ ∞ and
appealing to Corollary 2.5.4 we conclude that

lim
n→∞

wn(z) =
B(z)φ(z) − A(z)
D(z)φ −C(z)

,

is a Herglotz function whose measure in the integral representation is a solution of the
moment problem.
It remains to discuss the assumption lim Im φ(iy)

y > 0, if this limit is zero consider
φn(z) = 1

n z + φ(z). Then by the above, the statement holds for

wφn (z) =
B(z)φn(z) − A(z)
D(z)φn(z) −C(z)

.

Since wφn → wφ the claim follows again by Corllary 2.5.4.
q
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2.6 Are polynomial dense?
Recall that

Dn(z) =

w |
Im w
Im z

≥

n−1∑
k=0

|wpk(z) + qk(z)|2
 .

and
D∞(z) =

⋂
n

Dn(z).

Sending n→ ∞ shows that

D∞(z) =

w |
Im w
Im z

≥

∞∑
k=0

|wpk(z) + qk(z)|2
 .

If we are in the indeterminate case, this shows that for the unique solution of the moment
probplem µ, it holds that

Im wµ(z)
Im z

≥

∞∑
k=0

|wµ(z)pk(z) + qk(z)|2

Let us briefly argue that in the indeterminate case we have

Γ∞(z) = ∂D∞(z) =

w |
Im w
Im z

=

∞∑
k=0

|wpk(z) + qk(z)|2
 (2.43)

In this case (qk), (pk) ∈ `2 and we can rewrite

Im w
Im z

=

∞∑
k=0

|wpk(z) + qk(z)|2

as

0 = f (w,w)

where

f (w,w) = ww
∞∑

k=0

|pk(z)|2(z − z)2 + w

 ∞∑
k=0

pk(z)qk(z)(z − z) − 1

 +

w

 ∞∑
k=0

qk(z)pk(z)(z − z) + 1

 + (z − z)
∞∑

k=0

|qk(z)|2

By continuity of f we get that w ∈ Γ∞(z) implies f (w,w) = 0. Moreover, we see that
{w ∈ C | f (w,w) = 0} is a circle, since it is exactly of the form (1.2). Hence we have

Γ∞(z) ⊂ {w ∈ C | f (w,w) = 0}

and both are circles, which implies equality. In the determinate case we have D∞ =

{wµ(z)} = Γ∞(z), where µ is the unique solution of the moment problem.
Let s be a moments sequence and µ be a solution of the associated moment problem.
We will investigate, when

P = span{zn | n ∈ N0}
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is dense in L2(µ). Let (pn) denote the orthonormal polynomials associated to s. Note
that they are determined solely by s and that (pn) form an orthonormal set in L2(µ). For
f ∈ L2(µ), let ck denote its Fourier coefficients,

ck =

∫
f (x)pk(x)dµ(x), k ∈ N0.

Moreover, let S n( f ) denote the partial sum

S n( f )(x) =

n∑
k=0

ck pk(x),

which is the orthogonal projection onto Pn in L2(µ).
For a finite measure µ (not necessarily positive), define the Stieltjes transform by

sµ(z) =

∫
1

x − z
dµ(x)

For positive measures, this is a Herglotz function and we have seen that in this case
the measure is uniquely determined by sµ. The uniqueness proof in Theorem 1.3.4,
however also worksfor complex finite measures. In fact, there is an explicit formula
for reconstructing the measure, which we provide without proof. It is called Stieltjes
inversion formula:

lim
ε↘0

∫ b

a
sµ(x + iε)dx =

1
2
µ({a}) + µ((a + b)) +

1
2
µ({b}).

2.6.1 Theorem. Let s be a moment sequence and µ be a solution of the moment problem.
Then the following are equivalent:

(i) There exists z0 ∈ C+ so that wµ(z0) ∈ Γ∞(z0);

(ii) For all z0 ∈ C+ so that wµ(z0) ∈ Γ∞(z0);

(iii) P is dense in L2(µ);

(iv) (pn)n∈N0 form an orthonormal basis of L2(µ);

Proof. Clearly (ii) =⇒ (i) and (iii) ⇐⇒ (iv).
We show (iv) =⇒ (ii). Fix z0 ∈ C+. Then fz0 (x) = 1

x−z0
∈ L2(µ). As in the proof of

Proposition 2.4.5 we see that

ck =

∫
fz0 (x)pk(x)dµ(x) = wµ(z0)pk(z0) + qk(z0)

and

‖ fz0‖
2
L2(µ) =

Im wµ(z0)
Im z0

.

Since the (pk) for an ONB, we get

∞∑
k=0

|wµ(z0)pk(z0) + qk(z0)|2 =

∞∑
k=0

|ck |
2 = ‖ fz0‖

2
L2(µ) =

Im wµ(z0)
Im z0

,

and hence by (2.43), wµ(z0) ∈ Γ∞(z0).
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It remains to show (i) =⇒ (iii): Let H = closP, where the closure is taken in L2(µ).
By the above computation, the assumption implies that fz0 ∈ H. We want to show
that f n

z0
∈ H, for n ≥ 0. Assume that it holds for n. Then we find P ∈ P so that

‖ f n
z0
− P‖L2(µ) < ε Im(z0). Writing P(z) = (z − z0)Q(z) + a, where a = P(z0), we get

‖ f n+1
z0
− a fz0 − Q‖2L2(µ) =

∫
1

|x − z0|
2

∣∣∣ f n
z0

(x) − a − (x − z0)Q(x)
∣∣∣2 dµ(x)

≤
1

Im z0
‖ fz0 − P‖2L2(µ) < ε

2.

since a fz0 + Q ∈ H, we conclude that f n+1
z0
∈ H. Suppose now that g ∈ L2(µ) is

orthogonal to H. Then consider

s(z) =

∫
g(x)
x − z

dµ(x).

It follows that s(n)(z0) = 0 for all n ∈ N0 and hence being analytic in C+, we conclude
that s ≡ 0. That is g(x)dµ(x) = 0 and thus g = 0 µ a.e. Hence g ≡ 0 in L2(µ) and thus
H = L2(µ). q

Let us end this section with an easy to check criteria for determinacy of the measure.

2.7 Two criteria for determinacy
First we show that if µ does not have a heavy tail, then µ corresponds to an determinate
moment problem.
If µ is a finite measure on R, we introduce its Fourier transform by

µ̂(ξ) =

∫
e−ixξdµ(x), ξ ∈ R.

Since |e−ixξ | = 1, it is clear that
|µ̂(ξ)| ≤ µ(R)

and µ̂ is continuous. Moreover, since

∂k
ξe
−ixξ = (−i)k xk

if µ has k finite moments then µ̂ is k-times differentiable and

∂k
ξµ̂(ξ) = (−i)k

∫
e−ixξxkdµ(x).

In particular note that

ik∂k
ξµ̂(0) = sk[µ]. (2.44)

2.7.1 Lemma. Let µ, ν be finite measures on R. If µ̂ = ν̂, then µ = ν.

Proof. Let f be a Schwartz function. Then, by the inversion formula for the classical
Fourier transform∫

f (x)dµ(x) =

∫
f ∨(ξ)e−iξxdξdµ(x) = 2π

∫
f ∧(ξ)µ̂(ξ)dξ.
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Thus, ∫
f (x)dµ(x) =

∫
f (x)dν(x)

By densitity of the set of Schwartz function this holds for any f ∈ C0(R) and thus
ν = µ. q

Let us introduce

|sk | [µ] =

∫
|x|kdµ(x).

2.7.2 Lemma. It holds that

∃ε > 0 :
∫

eε|x|dµ(x) < ∞ ⇐⇒ ∃C > 0 : |sk | [µ] ≤ Ck+1k! .

Proof. By monotone convergence,∫
eε|x|dµ(x) = lim

n→∞

n∑
k=0

εk |sk | [µ]
k!

.

Now if the limit is finite, then eventually

εk |sk | [µ]
k!

<
1
2

and thus, with C = max{1/ε, 1/2} we have |sk | [µ] ≤ Ck+1k! . Likewise, if |sk | [µ] ≤
Ck+1k! then

εk |sk | [µ]
k!

≤ C(εC)k.

Thus, the series converges for ε < 1/C. q

2.7.3 Proposition. If there exists ε > 0 such that∫
eε|x|dµ(x) < ∞,

then µ corresponds to an determinate moment problem. In particular, this holds for all
compactly supported measures.

Proof. Since for ξ ∈ C, |e−iξx| ≤ e|x| Im ξ,

µ̂(ξ) =

∫
e−iξxdµ(x)

is analytic in a strip Iε = {ξ ∈ C | | Im ξ| < ε}. If ν is a another measure with the same
moments, then by Lemma 2.7.2 ν̂ is also analytic in a strip Iε′ . By (2.44) we conclude
that

µ̂(k)(0) = µ̂(k)(0), ∀k ∈ N0.

By the identity principle, we conclude that µ̂ ≡ ν̂ and hence by Lemma 2.7.1, ν = µ.
This finishes the proof. q

The second criterion will be in terms of summability of the moments.
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2.7.4 Lemma. Let s be a moment sequence and an the associated Jacobi parameters
by Proposition 2.1.12. If

∞∑
n=1

1
an

= ∞,

then s is determinate. This holds in particular if sup an < ∞.

Proof. We show that s being indeterminate implies that 1
an
∈ `1. Fix z0 ∈ C+ and assume

that s is indeterminate. By the Wronski identity (2.12)

1
an

= pn−1(z0)qn(z0) − qn−1(z0)pn(z0)

Theorem 2.4.8 implies that (pn(z0))n, (qn(z0))n ∈ `
2 and thus 1

an
∈ `1. q

We want to translate this into a condition on the moments sk.

2.7.5 Lemma. Let (a j)n
j=1 ∈ R

n. Then

n∑
j=1

1
(a1 . . . a j)1/ j ≤ 2e

n∑
j=1

1
a j
.

Proof. We have 1 + x ≤ ex so (1 + 1
n )n ≤ e and thus, inductively,

nn ≤ enn!.

Indeed,

(n + 1)n+1 = (n + 1)nn
(
1 +

1
n

)n
≤ en+1(n + 1)!.

Thus,

1
(a1 . . . a j)1/ j =

1
( j!)1/ j

 j∏
k=1

k
ak


1/ j

≤
e
j2

j∑
k=1

k
ak
,

by the arithmetic-geometric mean inequality. Thus,

n∑
j=1

1
(a1 . . . a j)1/ j ≤ e

n∑
j=1

j∑
k=1

1
j2

k
ak

= e
n∑

k=1

1
ak

n∑
j=k

k
j2
≤ 2e

n∑
k=1

1
ak
,

since
n∑

j=k

k
j2
≤ 2k

∞∑
j=k

1
j( j + 1)

= 2k
∞∑
j=k

(1
j
−

1
j + 1

)
= 2.

q

2.7.6 Corollary (Carleman’s condition). If

∞∑
k=1

1

s1/2k
2k

= ∞, (2.45)

then the moments problem is determinate.
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Proof. By Proposition 2.1.12, pn(x) = xn

a1...an
+ q(x), where q ∈ Pn−1. Thus,〈

xn

a1 . . . an
, pn(x)

〉
= 1.

Thus, by Cauchy-Schwarz
1

s1/2n
2n

≤
1

(a1 . . . an)1/n .

By Lemma 2.7.5, (2.45) implies that ( 1
an

) < `1 and hence Lemma 2.7.4 shows that the
moment problem is determinate. q

2.8 Krein’s density theorem
In this section we prove a criterion of indeterminacy. Let µ be a probability measure
on R and write dµ(x) = w(x)dx + dµs its Lebesgue decomposition. Since log+ t ≤ t, for
t ≥ 0, we have

0 ≤
∫

log+ w(x)
dx

1 + x2 ≤

∫
w(x)

dx
1 + x2 ≤ 1.

Hence, log w(x)
1+x2 is integrable if and only if∫

log− w(t)
dx

1 + x2 < ∞

or equivalently, if
1
π

∫
log w(x)

dx
1 + x2 > −∞.

The integral
1
π

∫
log w(x)

dx
1 + x2

is often called the entropy integral. We will use the following Lemma from complex
analysis, which can be concluded from residue’s theorem.

2.8.1 Lemma. Let P be a polynomials so that P(z) , 0 for Im z ≥ 0. Then

log |P(i)| =
1
π

∫
log |P(x)|

1 + x2 dx.

Recall that

Kn(z,w) =

n−1∑
j=0

p j(z)p j(w) = an
pn(z)pn−1(w) − pn−1(z)pn(w)

z − w
.

We require one more lemma

2.8.2 Lemma. All zeros of z 7→ Kn(z, i) belong to C− = {z | Im z < 0}.

Proof. Let z ∈ C+ ∪ R and assume that Kn(z, i) = 0. This implies that

−
pn(z)

pn+1(z)
= −

pn(i)

pn+1(i)

Since by Corollary 2.1.27 Im− pn(z)
pn+1(z) > 0, for every z ∈ C+, this gives a contradiction.

q
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2.8.3 Theorem. Let µ be a probability measure with density w such that

1
π

∫
log w(x)

dx
1 + x2 > −∞.

If all moments of µ are finite, then the corresponding moment problem is indeterminate.

Proof. We have

1
π

∫
|Kn(x, i)|2w(x)

dx
1 + x2 ≤

1
π

∫
|Kn(x, i)|2w(x)dx ≤

1
π

∫
|Kn(x, i)|2dµ(x) =

1
π

Kn(i, i).

On the other hand, by Jensen’s inequality applied to the probability measure 1
π

dx
1+x2 ,

1
π

∫
log(|Kn(x, i)|2w(x))

dx
1 + x2 ≤ log

(
1
π

∫
|Kn(x, i)|2w(x)

dx
1 + x2

)
.

Combining this we find

2
π

∫
log(|Kn(x, i)|)

dx
1 + x2 +

1
π

∫
log w(x)

dx
1 + x2 ≤ log

(
1
π

Kn(i, i)
)
.

Since x 7→ Kn(x, i) has all zeros in C−, we conclude from Lemma 2.8.2 that

1
π

∫
log(|Kn(x, i)|)

dx
1 + x2 = log |Kn(i, i)| = log Kn(i, i).

Therefore,

log Kn(i, i) ≤ − log π +
1
π

∫
log w(x)

dx
1 + x2 .

Recalling that

Kn(i, i) =

n−1∑
j=0

|p j(i)|2,

Theorem 2.4.8 proves the assertion. q

2.8.4 Example. For α > 0, consider the family of measures

dµα(x) = cαe−|x|
α

dx,

where cα is a normalizing constant. Then, by Theorem 2.8.3, the moment problem for
µα is intederminate, if α < 1 and by Proposition 2.7.3 it is determinate for α ≥ 1. If
α = 2, then the corresponding orthogonal polynomials are the well-studied Hermite
polynomials.

2.9 Connection to Operator Theory
We will see that the extremal solutions encountered in Theorem 2.6.1 appear as spectral
measures of self-adjoint extensions of Jacobi operators associated to an indeterminate
moment problem.
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2.9.1 Unbounded operators
We give a short revision on unbounded operators.
In the following letH be a Hilbert space. An unbounded operator, A, is a linear map
from a subspace D(A) ⊂ H into H . The set D(A) is called its domain. A is called
densely defined, if D(A) is dense inH .
Its graph is denoted by

Γ(A) = {(Au, u) | u ∈ D(A)}.

Note that Γ(A) is a subspace of H ⊕H , that is, a linear relation. We call A closed if
Γ(A) is closed. We call B an extension of A if Γ(A) ⊂ Γ(B), that is, if D(A) ⊂ D(B)
and B|D(A) = A. A is then called a restriction of B. We also write A ⊂ B. A is called
closeable, if it has a closed extension.
It is not hard to see, that a linear relation, S, is the graph of an operator, if and only if
(0,w) ∈ S implies that w = 0. From this it then follows that A is closeable if and only if
Γ(A) is the graph of an operator. The closure A is then defined by Γ(A) = Γ(A).
Let A be a densely defined operator. The domain of its adjoint D(A∗) is the defined as
follows

v ∈ D(A∗) ⇐⇒ ∃w ∈ H : ∀u ∈ D(A) 〈Au, v〉 = 〈u,w〉.

It is now easy to see that since A is densely defined, w is unique and we set A∗v := w.
Let us introduce J : H ⊕H → H ⊕H →, by J((u, v)) = (−v, u). Then it follows that

Γ(A∗) = (JΓ(A))⊥.

We collect some properties which are all not very hard to show.

2.9.1 Lemma. Let A be an unbounded densly defined operator. Then it holds:

(i) A∗ is closed;

(ii) ker A∗ = (ran A)⊥;

(iii) A is closeable ⇐⇒ A∗ is densely defined;

(iv) If A is closeable, then A = A∗∗;

(v) If A is closeable, then (A)∗ = A∗;

(vi) If A ⊂ B, then B∗ ⊂ A∗;

We turn to symmetric and self-adjoint operators and von Neumann’s extension theory.
An operator A is called symmetric if

Γ(A) ⊂ Γ(A∗) ⇐⇒ ∀u, v ∈ D(A) : 〈Au, v〉 = 〈u, Av〉.

An operator is called self-adjoint, if A = A∗.
If A is symmetric, z ∈ C \ R, u ∈ D(A), then one can show that

‖(A − z)u‖ ≥ Im z‖u‖.

In particular, ker(A − z) = {0}, i.e., A has no nonreal eigenvalues.
If A is symmetric, than A ⊂ A∗. It is thus, desirable to look for self-adjoint extensions,
B of A. In this case A ⊂ B = B∗ ⊂ A∗.
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Let A be a densely defined, closed symmetric operator. We define the defect spaces

K± := ran(A ± i)⊥ = ker(A∗ ∓ i)

and the deficiency indices
d± = dim K±.

The Cayley transform, CA : ran(A + i)→ ran(A − i), of A, is defined by

CA := (A − i)(A + i)−1.

It is a convenient tool, since it maps, as we will see symmetric operators into isometries,
which are bounded.

2.9.2 Lemma. Let A be a densely defined, closed symmetric operator. Then CA is an
isometry from ran(A + i) onto ran(A − i).

Proof. We only need to check that it is an isometry. Since A is symmetric we have for
any u ∈ D(A)

‖(A − i)u‖2 = ‖Au‖2 + ‖u‖2 = ‖(A + i)u‖2.

For u ∈ D(A) and w = (A + i)u we have

‖CAw‖ = ‖(A − i)u‖ = ‖(A + i)u‖ = ‖w‖.

q

Thus, we see that finding self-adjoint extensions of A is equivalent to finding unitary
extensions of CA. This is possible if d+ = d−. All self-adjoint extensions are found by
all surjective isometries from K+ to K−. Let Ṽ : K+ → K− be such a map, then

C̃A = CA ⊕ Ṽ

is a unitary map onH = ran(A + i) ⊕ K+ = ran(A − i) ⊕ K−. The domain and and the
action of the corresponding self-adjoint extension can explicitly computed.

2.9.3 Lemma. Let A be a densely defined, closed symmetric operator with equal
deficiency indices. Let B be a self-adjoint extension and C̃A its Cayley transform. Then

D(B) = D(A) + (1 − C̃A)K+

and for u ∈ D(A), k+ ∈ K+ we have

B(u + (1 − C̃A)k+) = Au + i(1 + C̃A)k+.

Note that since k+ ∈ K+ we have

C̃Ak+ = Ṽk+,

where Ṽ is as above.
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2.9.2 Unbounded Jacobi matrices
Let s be a non trivial moment sequence an (pn) the associated orthonormal polynomials.
They satisfy

zpn(z) = an+1 pn+1(z) + bn pn(z) + an pn−1(z), n ≥ 1
zp0(z) = a1 p1(z) + b0 p0(z).

This induces an operator on `2(N0). Recall that J acts on sequences u ∈ CN0 by

(Ju)n = an+1un+1 + bnun + anun−1, n ≥ 1
(Ju)0 = a1u1 + b0u0.

We define the maximal operator

D(Jmax) = {u ∈ `2(N0) | Ju ∈ `2(N0)}.

and
Jmax = J|D(Jmax).

For n ≥ 1, the Wronskian of two sequences u, v us defined by

Wn(u,w) = an(unvn−1 − un−1vn).

The following Lemma may be interpreted as a version of Green’s formula.

2.9.4 Lemma. For any u, v ∈ D(Jmax)

lim Wn(u, v) = W∞(u, v), exists

and
〈Jmaxu, v〉 − 〈u, Jmaxv〉 = W∞(u, v).

Proof. A direct computation shows that

(Jmaxu)nvn − un(Jmaxv)n =

{
Wn+1(u, v) −Wn(u, v), n ≥ 1,
W1(u, v), n = 0.

Summing of n gives

n∑
j=0

(Jmaxu)nvn −

n∑
j=0

un(Jmaxv)n = Wn+1(u, v).

Since u, v, Jmaxu, Jmaxv ∈ `2(N0), we can send n→ ∞ on the left-hand side and obtain

〈Jmaxu, v〉 − 〈u, Jmaxv〉 = lim
n→∞

= Wn+1(u, v) = W∞(u, v).

q

To search for self-adjoint restrictions of Jmax, we look for its adjoint. Let `2
c (N0) denote

the set of those elements of `2(N0) which are compactly supported. Let J0 be the
restriction of Jmax to D(J0) = `2

c (N0).

2.9.5 Theorem. It holds that J∗0 = Jmax and J0 is the restriction of Jmax to

D(J0) = {v ∈ D(Jmax) | W∞(u, v) = 0,∀u ∈ D(Jmax)}. (2.46)
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Proof. First note that J0 is densely defined. We start by computing its adjoint. Assume
that v,w ∈ `2(N0) satisfy

〈J0u, v〉 = 〈u,w〉, ∀u ∈ `2
c (N0).

Since `2
c (N0) is the span of (en)n∈N0 this is equivalent to

〈J0en, v〉 = 〈en,w〉, ∀n ∈ N0

which is equivalent to

an+1vn + bnvn + anvn−1 = wn,∀n ∈ N0,

(with the convention that v−1 = 0). Thus, this holds if and only if (v,w) ∈ Γ(Jmax). This
shows that J∗0 = Jmax. In particular Jmax is a closed extension of J0 and thus, J0 is also
a restriction of Jmax. It remains to show (2.46). Let the set in (2.46) be denoted by D1.
Note that J0 = (J∗0)∗ = J∗max. The definition of the adjoint together with Lemma 2.9.4
implies that D1 ⊂ D(Jmax∗). To show the opposite, note that J∗max = J0 is a restriction
of Jmax. Thus, for any v ∈ D(J∗max) and u ∈ Jmax we have

〈Jmaxu, v〉 = 〈u, J∗maxv〉 = 〈u, Jmaxv〉.

Again, Lemma 2.9.4 now implies that W∞(u, v) = 0 and thus v ∈ D1.
q

2.9.3 Concrete realizations
We will now apply the above theory to obtain self-adjoint extensions of J0, whose
spectral measures will be solution of the moment problem. Let us define

F =

{
(`2

c (N0), 〈·, ·〉) → (P, 〈·, ·〉s)
(ck)n

k=0 7→ (x 7→
∑n

k=0 ck pk(x)).

Note that for u, v ∈ `2
c (N0)

〈F u,F v〉s = 〈u, v〉.

Since `2(N0) is complete and `2
c (N0) forms a dense subset, we see that ι = F −1 provides

a completion for (P, 〈·, ·〉s). Note that by construction we have that for any v ∈ `2(N0)

F J0v = xF v.

Thus, by induction and linearity it follows that for any polynomial p,

F p(J0)v = p(x)F v.

Now assume that J is a self-adjoint extension of J0 with spectral measure E, i.e.,

J =

∫
xdE.

Then, since F e0 = 1, it follows that∫
xndEe0,e0 (x) = 〈Jne0, e0〉 = 〈F Jne0,F e0〉s = 〈xnF e0,F e0〉s = 〈xn1, 1〉s = sn.
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That is dEe0,e0 is a solution of the moment problem. We will now assume that s
corresponds to an indeterminate moment problem. Then we can extend F to `2(N0) and
by Proposition 2.4.11

F u =

∞∑
k=0

uk pk

defines an entire function.
Let us now compute K± for J0. That is K± = ker(J0

∗
∓ i). Since (J0)∗ = J∗0 = Jmax, we

are looking for v ∈ `2 such that
Jv = ∓iv.

Note that the solution space is 1 dimensional and since (pn(∓i))n∈N0 ∈ `
2(N0), it follows

that
K± = span{(pn(∓i))n∈N0 } = span{(pn(±i))n∈N0 }

Let
k± = (pn(±i))n∈N0 .

Note that

F (k±) =

∞∑
n=0

pn(z)pn(i) = lim
n→∞

Kn(z, i).

Since K± are only one dimensional, the unitary maps correspond to multiplication by a
unimodular constant. Thus, we can find all self adjoint extensions of J0, via the unitary
maps

Vγk+ = γk−, |γ| = 1.

Let Jγ be the corresponding self adjoint extension and Cγ its Cayley transform. Then,
by Lemma 2.9.3 we have

D(Jγ) = D(J0) + (I − Cγ)K+

and for u = u0 + ck+, c ∈ C,

Jγu = Ju0 + ic(k+ + γk−).

2.9.6 Theorem. Let |γ| = 1 and Jγ be the corresponding self adjoint extension with
spectral measure Eγ. Then µγ = Eγ

e0,e0 is a solution of the moment problem which is
extremal in the sense of Theorem 2.6.1.

Proof. We already know that µγ is a solution for the moment problem. Thus, it suffices
to show that for some z ∈ C+

Im wµγ (z)
Im z

=

∞∑
k=0

|wµγ (z)pk(z) + wk(z)|2. (2.47)

For z ∈ C \ R, let Rγ(z) = (Jγ − z)−1. Note that by the functional calculus,

wµγ (z) =

∫
dEe0,e0 (γ)

x − z
= 〈Rγ(z)e0, e0〉.

Let us set

v(z) = F −1
x

(
pk(x) − pk(z)

x − z

)
.
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Then we see by linearity of F that

(Jγ − z)v(z) = F −1
x (pk(x) − pk(z)) = ek − pk(z)e0,

i.e.,
Rγ(z)(ek − pk(z)e0) = v(z).

Thus, we get

〈Rγ(z)e0, ek〉 = 〈Rγ(z)e0, ek − pk(z)e0〉 + 〈Rγ(z)e0, pk(z)e0〉

= 〈e0,Rγ(z)(ek − pk(z)e0)〉 + pk(z)〈Rγ(z)e0, e0〉 = 〈e0, v(z)e0〉 + pk(z)wµγ (z)
= qk(z) + pk(z)wµγ (z).

By Parseval’s identity, we have

‖Rγ(z)e0‖
2 =

∞∑
k=0

|〈Rγ(z)e0, ek〉|
2.

On the other hand, applying the resolvent identity, we get

‖Rγ(z)e0‖
2 = 〈Rγ(z)e0,Rγ(z)e0〉 = 〈Rγ(z)Rγ(z)e0, e0〉 =

〈
Rγ(z) − Rγ(z)

z − z
e0, e0

〉
=

Im wµγ (z)
Im z

.

That is, (2.47) holds. q

2.9.7 Remark. In fact, one can show that any measure, extremal in the sense of Theorem
2.6.1 is obtained in this way.
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Chapter 3

Spectral theory of periodic
Jacobi matrices

From now on we will restrict to the case that all coefficients are bounded, i.e., supn(|an|+

|bn|) < ∞. By Lemma 2.1.17 this implies that J is a bounded self-adjoint operator. By
Theorem 2.1.16 this corresponds to a unique moment sequence, which is determinate,
say by Carleman’s condition. Let µ denote the solution of the moment problem. Recall
that we defined F : `2

n(N0)→ P by

F ((ck)n
k=1) =

n∑
k=1

ck pk(x),

where pk denote the orthogonal polynomials associated to J. In particular F e0 = 1.
Moreover, since the moment problem is determinate, P is dense and we can extend F
to a unitary operator from `2(N0) to L2(R, µ). Let E denote the spectral measure for J.
Then we have seen that∫

xndEe0,e0 = 〈Jne0, e0〉`2 = 〈F Jne0,F e0〉L2 = 〈xn1, 1〉 =

∫
xndµ(x).

By determinacy of the moment problem, we conclude that Ee0,e0 = µ. Finally, we note
that

en = F −1 pn(x) · 1 = pn(J)F −11 = pn(J)e0.

Thus,
span{p(J)en | p ∈ P}

is dense in `2(N0). That is, e0 is a cyclic vector for J. Since J is unitarily equivalent to
the multiplication operator in L2(R, µ) it follows that

σ(J) = supp µ.

Thus, in order to study the spectrum of J it suffices to study µ, respectively the corre-
sponding Herglotz function. By the functional calculus, we have

m+(z) := 〈(J − z)−1e0, e0〉 =

∫
dµ(x)
x − z

.

We will clarify the meaning of the sub-+ in the next section. From now on we will
restrict our consideration to Jacobi parameters that are periodic, i,e, there exists some
p ≥ 1 so that for all n ∈ Z

an+p = an, bn+p = bn.

59
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3.1 Two-sided Jacobi matrices
For periodic Jacobi matrices, it turns out that for several reasons it is more natural to
extend an, bn by periodicity to sequences on Z. Thus, given periodic Jacobi parameters
(an)n≥1, (bn)n≥0, we consider there extension to Z be demanding that

an+p = an, bn+p = bn.

for all n ∈ Z. In the following, let J act on sequences in CZ by

(Ju)n = an+1un+1 + bnun + anun−1.

Since all coefficients are bounded, one can show as in Lemma 2.1.17 that J defines an
bounded self-adjoint operator in `2(Z). In the following let en denote the standard basis
of `2(N0) or `2(Z), which should always be clear from the context. Let `2

+ = `2(N0), `2
− =

`2(Z<0) and P± denote the orthogonal projections from `2(Z) onto `2
±. Moreover, define

the finite range operator F : `2(Z)→ `2(Z) by

F(v) = 〈v, e0〉e−1 + 〈v, e−1〉e0.

Define
J± = P±JP±.

Then we have

J = J+ + J− + a0F. (3.1)

Thus, J is a finite dimensional perturbation of the diagonal operator J− + J+. We will
now prove an analogo of pn(J+)e0 = en for two-sided Jacobi matrices. We call (yn)n∈Z a
formal eigensolution for J if it solves

an+1yn+1 + bnyn + anyn−1 = zyn.

The phrasing formal, highlights the fact that we do not require that y belongs to the
domain of J. Let (un), (vn) be formal eigensolutions for J with initiall conditions

u−1 = 0, u0 = 1, v−1 = 1, u0 = 0.

Thus, for positive n, un, vn are essentially the orthonormal polynomials of first and
second kind for J+. Then we have

3.1.1 Lemma. For any z ∈ Z,

en = vn(J)e−1 + un(J)e0.

Proof. Let
ψn = vn(J)e−1 + un(J)e0.

Then ψ j = e j, for j = 0,−1. Thus, it suffices to show that

Jψn = an+1ψn+1 + bnψn + anψn−1.

Since u, v are formal eigensolutions, by the functional calculus for J, we have that

Jun(J) = an+1un+1(J) + bnun(J) + anun−1(J),

and the same holds for v. Thus, the claim follows. q
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This motivates, that for J it is more natural to work with e−1, e0. We define the matrix
valued Green function

M(z) =

(
G−1,−1(z) G−1,0(z)
G0,−1(z) G0,0(z)

)
=

(
〈(J − z)−1e−1, e−1〉 〈(J − z)−1e0, e−1〉

〈(J − z)−1e−1, e0〉 〈(J − z)−1e0, e0〉

)
.

We also introduce

m−(z) = 〈(J− − z)−1e−1, e−1〉, m+(z) = 〈(J+ − z)−1e0, e0〉.

By means of (3.1) we can express M in terms of m± and a0.

3.1.2 Lemma. For z ∈ C \ R we have

M(z) =

(
m−(z)−1 a0

a0 m+(z)−1

)−1

.

In particular, the diagonal of the Green function are given by

−
1

G−1,−1(z)
= a2

0m+(z) −
1

m−(z)
,

−
1

G0,0(z)
= a2

0m−(z) −
1

m+(z)
.

Proof. We have
J − z = J+ + J− − z + a0F.

Thus, applying the second resolvent identity we get

(J − z)−1 = (J+ + J− − z)−1 − a0(J − z)−1F(J+ + J− − z)−1.

Now taking scalar products with respect to e−1 and e0 and using the diagonal structure
of J− + J+ we get

G−1,−1 = m− − a0m−G−1,0,

G−1,0 = −a0m+G−1,−1,

G0,−1 = −a0m−G0,0,

G0,0 = m+ − a0m+G0,−1.

That is

1 = m−1
− G−1,−1 + a0G−1,0,

0 = m−1
+ G−1,0 + a0G−1,−1,

0 = m−1
− G0,−1 + a0G0,0,

1 = m−1
+ G0,0 + a0G0,−1.

and thus (
1 0
0 1

)
=

(
G−1,−1 G−1,0
G0,−1 G0,0

) (
m−1
− a0

a0 m−1
+

)
,

which finishes the proof. The formulae for the diagonal entries now follow easily. q
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3.2 Coefficient stripping and periodic discriminant

Let J(1)
+ denote the Jacobi matrix that is obtained from J+ by deleting the first row and

column. That is
J+ = J(1)

+ + b0〈·, e0〉e0 + a1F+,

where
F+ = 〈·, e0〉e1 + 〈·, e1〉e0

Let
m(1)

+ (z) = 〈(J(1)
+ − z)−1e1, e1〉.

3.2.1 Lemma. For z ∈ C \ R we have

m(z) = −
1

z − b0 + a2
1m(1)(z)

.

Proof. Let H = 〈·, e0〉e0. Then, as in the proof of Lemma 3.1.2 we get by the resolvent
identity that

(J+ − z)−1 = (J(1)
+ + b0H)−1 − a1(J+ − z)−1F+(J(1)

+ + b0H)−1.

We get

〈(J+ − z)−1e0, e0〉 =
1

b0 − z
− a1

1
b0 − z

〈(J+ − z)−1e1, e0〉,

〈(J+ − z)−1e1, e0〉 = −a1m(1)(z)m(z).

Inserting the second equation into the first yields the Lemma. q

Note that this can be written as

m(z) =

 0 − 1
a1

a1
z−b0

a1

 ? m(1)(z),

that is

m(1)(z) =

( z−b0
a1

1
a1

−a1 0

)
? m(z) = A(z, a1, b0) ? m(z), (3.2)

where

A(z, a, b) =

( z−b
a

1
a

−a 0,

)
was defined in (2.8). By periodicity, we clearly have that

m(p)
± (z) = m±(z).

Recall, that we assumed that the Jacobi parameters are p-periodic. We use the represen-
tatives

a1, · · · ap, and, b0, · · · bp−1.

Then, we have
T +

p (z) = A(z, ap, bp−1) · · · A(z, a1, b0)

and
T−p (z) = A(z, a0, b0) · · · A(z, ap−1, bp−1).
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Let p±j denote the orthonormal polynomials associated to J±. Then we have

T +
p (z) =

(
p+

p(z) q+
p(z)

−ap p+
p−1(z) −apq+

p−1(z)

)
, T−p (z) =

(
p−p(z) q−p(z)

−ap p−p−1(z) −apq−p−1(z)

)
.

3.2.2 Proposition. We have

p+
p = p−p , apq+

p = p−p−1, p+
p−1 = apq−p , q+

p−1 = q−p−1.

Proof. We have the factorization( z−b
a

1
a

−a 0

)
=

( 1
a 0
0 a

) (
z − b 1
−1 0

)
.

Let

j =

(
−1 0
0 1

)
.

We get that for general a, b, α, β

A(z, a, b)ᵀA(z, α, β)ᵀ =

(
z − b −1

1 0

)
jA(z, a, β) j

( 1
α

0
0 α

)
Applying this to all factors of T−p (z)ᵀ and multiplying from the left with B = j

(
1

ap
0

0 ap

)
and from the right with B−1 shows that

j
( 1

ap
0

0 ap

)
T−p (z)ᵀ

(
ap 0
0 1

ap

)
j = T +

p (z). (3.3)

Looking at the entries of this identity proves the claim. q

3.2.3 Theorem. The function m+(z) is a solution to the quadratic equation

0 = α(z)m(z)2 + β(z)m(z) + γ(z), (3.4)

where

α(z) = ap p+
p−1(z), β(z) = p+

p(z) + apq+
p−1(z), γ(z) = q+

p(z).

The second solution to this equation is (a2
pm−(z))−1.

Proof. By periodicity and (3.2) we have

m+(z) = T +
p (z) ? m+(z).

That is

−apm+(z) =
pp(z)m+(z) + qp(z)

pp−1(z)m+(z) + qp−1(z)
.

To show that (a2
pm−(z))−1 is the second solution, we first note that

m−(z) = T−p (z) ? m−(z).

Using (T−p (z))−1 = JT−p (z)ᵀJ−1 and (3.3) we obtain that

T +
p (z)

( 1
ap

0
0 ap

) (
0 1
1 0

)
? m−(z) =

( 1
ap

0
0 ap

) (
0 1
1 0

)
? m−(z).

This shows that m̃(z) = (a2
pm−(z))−1 is a solution to the quadratic equation. Since

m̃(z) maps C+ onto C− it cannot be equal to m+ and thus it is necessarily the second
solution. q
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Let us define the discriminant by

∆(z) := tr Tp(z) = p+
p(z) − apq+

p−1(z)

Then using the Wronskian identity (2.12) we see that

β(z)2 − 4α(z)γ(z) = (p+
p(z) + apq+

p−1(z))22 − 4a+ p+
p−1(z)q+

p(z)

= (p+
p(z) − apq+

p−1(z))2 − 4ap(p+
p−1(z)q+

p(z) − p+
p(z)q+

p−1(z)) = ∆(z)2 − 4.

Thus, we get that the two solutions of (3.4) are obtained by

m(z) = −
β(z) ±

√
∆(z)2 − 4

ap p+
p−1(z)

.

This motivates why we will study properties of the discriminant ∆.
Let us introduce the auxiliary function

g(z) =
∆(z)

ap p+
p−1(z)

.

3.2.4 Lemma. The function g(z) is a Herglotz function. Moreover, zeros of ∆ and p+
p−1

strictly interlace. In particular, all zeros of ∆ are real and simple.

Proof. We have

g(z) =
p+

p(z)

ap p+
p−1(z)

−
q+

p−1(z)

ap p+
p−1(z)

Thus, by Corollary 2.1.27 and (2.16) it is the sum of two Herglotz functions and thus a
Herglotz function. Let us now show that ∆(z) and p+

p−1(z) can have no common zeros.
Assume that x0 ∈ R is a zero of p+

p−1(z) and of ∆. Then by the Wronskian identity, we
have

−1 = ap p+
p(x0)q+

p−1(x0).

That is, p+
p(x0) and q+

p−1(x0) have opposite sign. On the other hand, 0 = ∆(x0) implies
p+

p(x0) = apq+
p−1(x0). A contradiction. As in the proof of Corollary 2.1.27 we see that

the zeros of ∆ and p+
p−1 strictly interlace. Since p+

p−1 has p−1 simple real zeros and
g(z) ∼ z as z → ∞ we get that ∆ has at least p zeros, one between each zero of p+

p−1
and one to the left of the first and one to the right of the last zero of p+

p−1. Since ∆ is a
polynomial of degree p, we conclude that it has p real simple zeros. q

In the following, we collect the characteristic properties of ∆. A point c is called critical
point of a function f , if f ′(c) = 0.

3.2.5 Theorem. ∆ has the following properties:

(i) ∆ is real;

(ii) All zeros are real and simple;

(iii) All critical points are real and if c is a critical point, then |∆(c)| ≥ 2.
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Proof. (i) is clear since p+
p and q+

p−1 are real. (ii) was already shown in (3.2.4). It
remains to show (iii). Let first x0 be a zero of p+

p−1. As in the previous proof, we
conclude that p+

p(x0) and −apq+
p−1(x0) have the same sign and −apq+

p−1(x0)p+
p(x0) = 1.

Thus, we conclude from the AM-GM inequality, that

|p+
p(x0) − apq+

p−1(x0)|

2
≥

√
−apq+

p−1(x0) = 1.

Let y1, y2 be two consecutive zeros of ∆. By simple counting, there is exactly one critical
point c of ∆. Due to interlacing, there is also a zero, x0 of p+

p−1. Thus, we conclude that

|∆(c)| ≥ |∆(x0)| ≥ 2.

This shows the last claim. q

Let us define the set

E = ∆−1([−2, 2]) = {z ∈ C | ∆(z) ∈ −2, 2}.

Then there exist b0 < a1 ≤ b1 < a2 ≤ b2 < · · · < ap−1 ≤ bp−1 < a0 such that

E = ∆−1([−2, 2]) = [b0, a0] \
p−1⋃
j=1

(a j,b j),

with the convention that (a, a) = ∅. Moreover, there is exactly one critical point λ j of ∆

in each gap (a j,b j). Note that a j = b j if and only if |∆(λ j)| = 2. The sets [b j, a j+1] are
called bands of the spectrum. The open intervals (a j,b j) are called gaps and the sets
[b j, a j+1] bands. A gap is called closed if a j = b j. We call the points a j,b j, 0 ≤ j ≤ p−1
gap edges.
By definition of E, we can take an analytic square root of ∆(z)2 − 4 in C+. That is,
there exists a function g, which is analytic in C+ such that g(z)2 = ∆(z)2 − 4. Denote
g(z) =

√
∆(z)2 − 4.

Let us fix a branch of the square root and then analyze the argument of
√

∆(z)2 − 4 as
z approaches R. Let us recall that powers of analytic functions are defined using the
logarithm, and in its turn the logarithm of a nonvanishing function f , is defined as the
primitive of f ′/ f . This allows us to analyze the argument of the boundary values of√

∆(z)2 − 4 along R. We choose the branch of the square root so that
√

∆(z)2 − 4 for
z ∈ [b0,∞]. By considering the integral∫

(∆(u)2 − 4)′

∆(u)2 − 4
du

locally around a zero of ∆(z)2 − 4, we see that at every zero (counting mulitplicity) of
∆(z)2 − 4 the argument of

√
∆(z)2 − 4 increases by π/2.

Note also that for any (c, d) ⊂ R which contains no zero of ∆(z)2 − 4,
√

∆(z)2 − 4 has an
analytic extension to C+∪ (c, d)∪C−. In particular, for (c, d) ⊂ R \E, g(z) =

√
∆2 − 4 is

real valued, and thus, by the reflection principle, the analytic extension obeys, g(z) = g(z).
This, shows that

√
∆(z)2 − 4 has an analytic continuation to C \ E.

We need to recall certain facts from complex analysis. Let Ω1,Ω2 be two connected open
subsets of C, where C denotes the Riemann sphere. We call a function f : Ω1 → Ω2
conformal, if f is holomorphic and has a holomorphic inverse. The map

f :
{
D → C \ [−2, 2]
ζ 7→ ζ + 1

ζ

(3.5)
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is conformal and is called the Zhukovsky map. Recall also that if Ω is simply connected
and f : Ω→ C so that f does not vanish on Ω, then there exists an analytic g : Ω→ C
such that f = eg.

3.2.6 Proposition. There exists analytic B : C \ E → D such that

∆(z) = B(z) +
1

B(z)
.

Morover, there exists Θ : C+ → C+ such that B(z) = eipΘ(z). Thus, for z ∈ C+ we have

∆(z) = 2 cos(pΘ(z)).

Proof. By definition ∆ maps C \ E onto C \ [−2, 2]. Thus, if f is the Zhukovsky map,
we can define B(z) = f −1(∆(z)). From this all claims about B follow. Since f maps 0 to
∞ and ∆ is finite on C+, it follows that B does not vanish on C+. Hence we can define

Θ(z) = −
i
p

log B(z)

Since |B(z)| < 1 in C+, it follows that Im Θ(z) > 0. q

3.2.7 Remark. Let us recall that the branch of log is only unique up to adding 2πik for
some k ∈ Z. Thus, any

Θ̃ = Θ +
2πk

p
, k ∈ Z,

would also be a suitable choice. We will fix the choice of the branch of log later.
Θ has the interesting property, that not only Θ, but also iΘ′ is a Herglotz function.
Factorizing ∆′ and ∆2 − 4 we have

∆(z)2 − 4 =
1

(a1 . . . ap)2

p−1∏
j=0

(z − a j)(z − b j),

∆′(z) =
q

a1 . . . ap

p−1∏
j=1

(z − λ j)

This will be a consequence of the following formula.

3.2.8 Lemma. For z ∈ C+ we have

Θ′(z) =
i∆′(z)

q
√

∆(z)2 − 4
=

i
∏p−1

j=1 (z − λ j)√∏p−1
j=0 (z − a j)(z − b j)

This function has an extension to C \ E, which obeys Θ′(z) = −Θ′(z) and −iΘ′(z) > 0
for z ∈ (b0,∞).

Proof. Since ∆ = 2 cos(pΘ) and ∆2 − 4 does not vanish in C+ we can fix a branch of
the square root so that

√
∆2 − 4 = −2i sin(pΘ).

Differentiating gives the first identity. The product formula follows from those for ∆′

and ∆2 − 4. Since
√

∆2 − 4 has an analytic extension to C \ E the same holds for Θ′.
Again from the sign of Θ′ and

√
∆2 − 4 it follows that −iΘ′(z) > 0 is positive in (b0,∞).

Θ′(z) = −Θ′(z) now follows by Schwarz reflection principle applied on (b0,∞). q
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For our data λ j, a j, b j, let us define

ξ(t) =


0, x ∈ (−∞,b0),
1
2 , t ∈ E,
1, t ∈ (a j, λ j),
0, t ∈ (λ j,b j),
1, t ∈ (a0,∞)

3.2.9 Proposition. iΘ′(z) is a Herglotz funnction. There exists C > 0 such that

iΘ′(z) = Ce
∫ (

1
t−z−

t
1+t2

)
ξ(t)dt. (3.6)

Moreover, for

dν(t) = χE(t)
1

√
|(t − a0)(t − b0)|

p−1∏
j=1

t − λ j√
|(t − a j)(t − b j)|

dt, (3.7)

we have

iΘ′(z) =

∫
dν(t)
t − z

(3.8)

and ν(R) = 1.

Proof. Let ξ be as above and define

g(z) = e
∫ (

1
t−z−

t
1+t2

)
ξ(t)dt.

Note that since ξ ≤ 1 for z = x + iy we have

Im
∫ (

1
t − z

−
t

1 + t2

)
ξ(t)dt = y

∫
ξ(t)dt

(t − x2) + y2 ≤ y
∫

dt
(t − x2) + y2 = π,

which implies that g is a Herglotz function. Since a primitive for 1
t−z −

t
1+t2 is log((t −

z)/
√

1 + t2) we get

exp
(∫ ∞

a0

(
1

t − z
−

t
1 + t2

)
dt

)
=

√
1 + a2

0

a0 − z

Similarly we see that there is C1 such that

exp
1

2

∫ a j+1

b j

(
1

t − z
−

t
1 + t2

)
dt

 = C1

√
a j+1 − z
b j − z

and C2 such that

exp
1

2

∫ λ j

a j

(
1

t − z
−

t
1 + t2

)
dt

 = C2
λ j − z
a j − z

.

Combing this, we find that there is C3 such that

g(z) = C3

∏p
j=1(z − λ j)√∏p−1

j=0 (z − a j)(z − b j)
.
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Since ξ = 1 on (a0,∞), g < 0, there. Thus, we conclude that C3 = −C, for some C > 0.
Combining this with Lemma 3.2.8, we conclude (3.6). Since iΘ′(z) is real valued on
(−∞,b0) and (a0,∞), by the Stieltjes inversion formula, the measure ν in the integral
representation of iΘ′ is compactly supported. Moreover, since iΘ′(z) ∼ −z−1 for z→ ∞,
β = 0 and we conclude that there is α ∈ R such that

iΘ′(z) = α +

∫
dν(t)
t − z

.

Since ν is compactly supported, sending z→ ∞ on both sides shows that α = 0. Finally,
Stieljes inversion shows that ν is of the form (3.7).
Since ∫

dν(t)
t − z

∼ −
ν(R)

z
+ o

(
1
z

)
, z→ ∞,

we conclude that ν(R) = 1. q

3.2.10 Remark. From the represenation (3.6), it is easy to derive, that with the appropri-
ate choice of the square root,

iΘ′(z) =
−1

√
(z − a0)(z − b0)

e
∫

[b0 ,a0]\E
1

t−z ξ̃(t)dt
,

where ξ̃(t) = 1
2 if t ∈ (a j, λ j) and ξ̃(t) = − 1

2 if t ∈ (λ j,b j).

We will now derive an integrated version of (3.8).

3.2.11 Lemma. There exists a branch of log B such that on C+,

Θ(z) = −i log((a1 . . . ap)1/p) + i
∫

log(z − t)dν(t). (3.9)

Proof. Both sides of the above equality are analytic functions in C+, whose derivative
coincide by (3.8). Thus, there is c ∈ C such that

Θ(z) = c + i
∫

log(z − t)dν(t).

To find c we will compare the asymptotics as z→ ∞ in C+, with the branch of the log
with −π < Im log < π.
Since ν is supported on E and uniformly for θ ∈ E, log(z − t) − log z = log(1 − t/z)→ 0
as z→ ∞ and ν(R) = 1, we have

i
∫

log(z − t)dν(t) = i log z + o(1). (3.10)

We have
∆(z) = eipΘ(z) + e−ipΘ(z) = e−ipΘ(z)(1 + e2ipΘ(z))

and

∆(z) ∼
zp

a1 . . . ap
, z→ ∞. (3.11)

Since by construction eiΘ(z) → 0 as z → ∞, z ∈ C+, (1 + e2ipΘ(z)) → 1 as z → ∞. By
(3.10),

−iΘ(z) = log z − ic + o(1).
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Hence
e−ipΘ(z) ∼ e−ipczp

Comparing this with (3.11) shows that c = −i/p log(a1 . . . ap) + 2πk/p, for some k ∈ Z.
At this place we choose the branch of log Θ, so that k = 0. This proves the claim. q

From now on, we will choose the branch of Θ, that corresponds to (3.9).

3.2.12 Proposition. Θ extends continuously to C+ ∪ R This extension obeys the follow-
ing:

(i) Im Θ = 0, on E,

(ii) Re Θ = −π +
j
pπ, on [a j,b j] for 1 ≤ j ≤ p − 1,

(iii) Re Θ = −π on (−∞,b0),

(iv) Re Θ = 0 on [a0,∞).

Proof. We start with proving that Θ has a continuous extension. Since Θ′ is ana-
lytic at R except at a j,b j, it is clear that Θ can be continuously extended to R \
{a0,b0, . . . , ap−1,bp−1}. Let κ be one of those points. Then for some ε > 0 small enough,
we can write Θ′(z) = 1

√
z−κ f (z), where f (z) is analytic in U := (Bε(κ) ∩ (C+ ∩ R)) \ {κ}.

Hence, for z ∈ U and a ∈ U fixed we can write

Θ(z) = Θ(a) +

∫ z

a

1
√

u − κ
f (u)du.

Integration by parts now shows that the right-hand side can be continuously extended to
κ.
By continuity, this extension obeys ∆(z) = 2 cos(pΘ(z)). We have ∆(z) ∈ [−2, 2] on E,
so Θ(z) ∈ R. Since Θ′ is purely imaginary in gaps (a j,b j), we conclude Θ(a j) = Θ(b j).
Meanwhile, pΘ(z) ∈ πZ if and only if z is a band edge. Since Θ′ > 0 at band interiors,
this implies that Θ(a j+1)−Θ(b j) = π

p , for each j. It follows that Θ(a0)−Θ(b0) = π. From
(3.9) it follows that for z > a0 Re Θ(z) = 0. This proves all claimed statements. q

From the reflection principle, we get analytic extensions for Θ to C \ E.

3.2.13 Corollary. The analytic extension of Θ through C+ ∪ (a j,b j) ∪ C− obey

Θ(z) = −Θ(z) − 2π(1 −
j
p

).

3.2.14 Remark. Define on C+

L(z) = Im Θ(z).

Then
L(z) = − log((a1 . . . ap)1/p) +

∫
log(|t − z|)dν(t).

In fact, one can show that this defines a positive harmonic function in C+ \ E, that
extends continuously C which is zero on E. From this one can connect it to two
functions appearing in the literature. First of all L is the potential theoretic Green
function of the domain C \ E with logarithmic pole at ∞ and ν is the equilibrium
measure of the set E. Secondly, in spectral theory, L is called the Lyapunov exponent
and the distribution function of ν is called the integrated density of states.



3.3. DIRECT SPECTRAL THEORY OF PERIODIC JACOBI MATRICES 71

3.2.15 Lemma. If f : C+ → C is analytic with Re f ′ > 0 on C+, then f is injective.

Proof. For any a, b ∈ C+, a , b, by the mean value theorem

Re
f (a) − f (b)

a − b
= Re f ′(a + t(b − a)) > 0, t ∈ (0, 1).

So f (a) , f (b). q

For any injective analytic map f on C+ let us denote Π = f (C+). Clearly Π is connected
and by the open mapping theorem, Π is open. Thus f : C+ → Π is a conformal map.

3.2.16 Lemma. Let f : C+ → C be analytic, injective and extends to a continuous map
on the closure of C+ in C. Then f (∂C+) = ∂Π.

Proof. All toplogical notions are used in the topology of the Riemann sphere. Since f
is continuous, we have f (C+) ⊂ f (C+). Moreover, f (C+) is compact as the continuous
image of a compact set. In particular, it is closed. Thus,

Π = f (C+) ⊂ f (C+) ⊂ f (C+),

and hence f (C+) = Π.
Let z0 ∈ C+ and w0 = f (z0). Let δ > 0 such that Bδ(z0) ⊂ C+. The set U = f (Bδ(z0))
is open, so for ε > 0 small enough, it contains Bε(w0). Since f is injective, it follows
that for all z ∈ C+ \ Bδ(z0), | f (z) − w| ≥ ε. By continuity, the same holds for z in the
boundary of C+. Thus f (∂C+) ∩ f (C+) = ∅. Thus,

f (∂C+) = f (C+) \ f (C+) = Π \ Π = ∂Π.

q

Let
h j = Im Θ(λ j)

and

Π = {z ∈ C | −π < Re z < 0} \
p−1⋃
j=1

{
−π +

j
p
π + it | 0 < t ≤ h j

}
.

By Lemma 3.2.15, the function Θ is a conformal map. This map was first applied in
spectral theory in the setting of continuum Schrödinger operators by V.A. Marchenko
and I.V. Ostrovskii and thus bears the name Marchenko–Ostrovskii map.

3.2.17 Corollary. The Marchenko-Ostrovskii map Θ is a conformal map from C+ to Π.

3.3 Direct spectral theory of periodic Jacobi matrices
We will now investigate spectral properties if periodic Jacobi matrices.

3.3.1 Definition. e say that z ∈ C is a Dirichlet eigenvalue, if pp−1(z) = 0. ♦

Let Jp−1 be the truncation of J onto Cp−1, that is

Jp−1 =



b0 a1
a1 b1 a2

a2
. . .

. . .

. . .
. . . ap−1

ap−1 bp−2


(3.12)
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3.3.2 Lemma. Dirichlet eigenvalues are real and x0 ∈ R is a Dirichlet eigenvalue, if
and only if it is an eigenvalue of Jp−1.

Proof. By Corollary 2.1.27, pp−1 has real and simple zeros. Let x0 be a zero of pp−1.
Then, it holds that p−1(x0) = 0, p0(x0) = 1 and

x0 p0(x0) = b0 p0(x0) + a1 p1(x0),
x0 p j(x0) = a j+1 p j+1(x0) + b j p j(x0) + a j p j−1(x0), 1 ≤ j ≤ p − 3

and using that pp−1(x0) = 0

x0 pp−2(x0) = bp−2 pp−2(x0) + ap−2 p j−3(x0).

That is, (p0(x0), . . . , pp−2(x0))ᵀ is an eigenvector of Jp−1 to the eigenvalue x0. Now let A
be the set of Dirichlet eigenvalues and B the set of eigenvalues of Jp−1. Since |A| = p− 1
and |B| ≤ p − 1 and A ⊂ B, it follows that A = B. q

Recall that

m+(z) = −
β(z) −

√
∆(z)2 − 4

2ap p+
p−1(z)

, (3.13)

where β(z) = p+
p(z)+apq+

p−1(z) and ∆(z) = p+
p(z)−apq+

p−1(z). It is now clear that with the

choice of the square root such that
√

∆(z)2 − 4 > 0 for z > a0, that m+(z) corresponds
to the solution of (3.4) with a minus sign. For the other choice of the sign leads to a
behavior m(z) ∼ z as z→ ∞. Hence we also have

−
1

a2
pm−(z)

=
β(z) +

√
∆(z)2 − 4

2ap p+
p−1(z)

. (3.14)

3.3.3 Lemma. If t0 is a Dirichlet eigenvalue and ∆(t0) = ±2, then β(t0) = 0.

Proof. We claim that p+
p(t0) = −apq+

p−1(t0) = ±1, which clearly implies that β(t0) = 0.
Assume that ∆(t0) = p+

p(t0) − apq+
p−1(t0) = ±2. By the Wronskian identity we have

−1 = ap p+
p(t0)q+

p−1(t0). Hence,

p+
p−1(t0)2 ± 2p+

p−1(t0) − 1 = 0,

implying that p+
p−1(t0) = ±1 and hence −apq+

p−1(t0) = ±1. q

3.3.4 Lemma. If t0 is a Dirichlet eigenvalue, then |β(t0)| = |
√

∆(t0)2 − 4|.

Proof. Again by the Wronskian identity, we have

∆(x0)2 − 4 = (p+
p(x0) − apq+

p−1(x0))2 − 4 = (p+
p(x0) − apq+

p−1(x0))2 + 4p+
p(x0)apq+

p−1(x0)

= (p+
p(x0) + apq+

p−1(x0))2 = β(x0)2.

q

We can now fully characterize the spectrum of J+. Let µ+ be the measure in the integral
representation of m+. Let us write µ+ into its Lebsgue decomposition with respect to
Lebesgue measure, i.e., dµ+(t) = w+(t)dt + dµs(t), where µs is singular with respect to
Lebesgue measure.
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3.3.5 Theorem. The operator J+ has essential spectrum E. On E, µ+ is purely absolutely
continuous with density

χE(t)w+(t) = χE(t)
1
π

√
4 − ∆(t)2

ap|pp−1(t)|
dt (3.15)

The discrete spectrum of J+ corresponds to those Dirichlet eigenvalues which lie in open
gaps (a j, b j) and for which

β(t0) = −
√

∆(t0)2 − 4.

That is
dµ+(t) = χE(t)w+(t)dt +

∑
pp−1(t)=0

κtδt,

where κt > 0 if and only if t lies in an open gap and β(t) = −
√

∆(t)2 − 4.

Proof. Note that Im m+ has a continuous extension to any interval of R, which does not
contain a Dirichlet eigenvalue. Thus, µ+ cannot have a singular continuous part. By
Corollary 1.4.3, the abolutely continuous part is supported on E and given by (3.15). By
(1.4.4), the pure point part of µ+ must be supported at the set of Dirichlet eigenvalues.
If t0 is a gap edge, then by Lemma 3.3.3, µ+({t0}) = 0. Likewise, if t0 is a Dirichlet
eigenvalue which is not a gap edge, then by Lemma 3.3.4,

√
∆(t0) = ±β(t0), and we

see that
√

∆(t0) = β(t0) corresponds to µ({t0}) = 0 and
√

∆(t0) = −β(t0) corresponds to
µ+({t0}) > 0. q

Recall that

−
1

G−1,−1(z)
= a2

p

m+(z) −
1

a2
pm−(z)

 . (3.16)

Hence, by (3.13) and (3.14) we have

−
1

G−1,−1(z)
=

a2
p

√
∆(z)2 − 4

ap p+
p−1(z)

.

Since, G−1,−1(z) ∼ − 1
z as z→ ∞ this implies that

G−1,−1(z) =

∏p−1
j=1 (z − t j)√∏p−1

j=0 (z − a j)(z − b j)
. (3.17)

Completely analogous to the proof of Proposition 3.2.9 one can show that

G−1,−1(z) =
−1

√
(z − a0)(z − b0)

e
∫

[b0 ,a0]\E
1

t−z ξ̃(t)dt
, (3.18)

where ξ̃(t) = 1
2 if t ∈ (a j, t j) and ξ̃(t) = − 1

2 if t ∈ (t j,b j).
If f : C+ → C is a function such that for x ∈ R, lim

ε→0
f (x + iε) exists, in C, then we write

f (x + i0) := lim
ε→0

f (x + iε).
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3.3.6 Lemma. For all z ∈ int E we have

1

a2
0m−(x + i0)

= m+(x + i0). (3.19)

Moreover, G−1,−1 is purely imaginary on int E

Proof. This follows immediately from the explict formulae for m± and from (3.17). q

For reasons that go beyond the scope of these lecture notes, the property (3.19) is called
reflectionless property. We are now able to characterize the full spectral data, that allows
us to recover m− and m+. Let 0 ≤ g ≤ p − 1 be the number of open gaps and let ã j, b̃ j,
0 ≤ j ≤ g be the gap edges that correspond to these open gaps. Likewise, let t̃ j denote
Dirichlet eigenvalues belonging to [ã j, b̃ j]. Moreover, for 1 ≤ j ≤ g, we set

ε j :=

1, t̃ j is pole of m+,

−1, otherwise
.

We will see that the full spectral data is the set E and the collection of points ((t̃ j, ε j)
g
j=1).

Note again by the explicit formulae for m±, if t̃ j ∈ (ã j, b̃ j), then t̃ j is either a pole of m+

or a pole of −m−1
− . However, there is a certain ambiguity, since at gap edges it is a pole

of neither of these functions. Thus, to set ε j = −1, in this case is somewhat arbitrary. It
would be correct to identify in this case (t̃ j, 1) and (t̃ j,−1). With this identification, the
set {(t, ε j) | t ∈ [ã j, b̃ j], ε j ∈ {−1, 1}}, can be identified with the torus R/Z.

3.3.7 Theorem. For z ∈ C+ it holds

a2
pm+(z) =

1
2

− 1
G−1,−1(z)

− (z + α) +

g∑
j=1

ε jσ j

t̃ j − z


−

1
m−(z)

=
1
2

− 1
G−1,−1(z)

+ (z + α) +

g∑
j=1

ε jσ j

t̃ j − z


where

σk =

√∏g
j=0(t̃k − ã j)(t̃k − b̃ j)∏

k, j(t̃k − t̃ j)
, and, α =

1
2

a0 + b0 +

g∑
j=1

(ã j + b̃ j − 2t̃ j)

 .
Proof. We have

−
1

G−1,−1(z)
= a2

pm+(z) −
1

m−(z)
.

All involved functions are Herglotz functions with integral representations. The explicit
formulae show that all measures in the integral representations are purely absolutely
continuous on E and possibly mass points at t̃ j. Let us first discuss the absolutely
continuous part. The reflectionless property (3.19) shows that, a2

p Im m+(x + iO) and
Im− 1

m−(x+i0) coincide on int E. Thus, the absolutely continuous part in the integral
representations of both functions coincide. If w−1,−1 and w± denote the densities of
− 1

G−1,−1(z) , a2
0m+, and −m−1

− , then (3.16) shows that w− = w+ = 1
2 w−1,−1. Now the

measure of − 1
G−1,−1(z) has point masses exactly at the Dirichlet eigenvalues belonging to
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open gaps. Since we have already seen that in this case it is either a pole of a2
0m+ or of

−m−1
− , the point masses must coincide in this case. By Corollary 1.3.7, the point mass

can be computed by

σk = lim
z→t̃k
−

(t̃k − z)
G−1,−1(z)

=

√∏g
j=0(t̃k − ã j)(t̃k − b̃ j)∏

k, j(t̃k − t̃ j)
.

Note that σk = 0, if t̃k is a gap edge.
Consider the function

1
2

− 1
G−1,−1

(z) +

g∑
j=1

ε jσ j

t̃ j − z


By what we have argued, the measure in the integral representation of this function has
the same absolutely continuous part as a2

0m+. Also the mass point coincide, because if
ε j = 1 then the mass is 1/2(σ j + σ j) = σ j and if ε j = −1, then it is 1/2(σ j − σ j) = σ j.
Thus, it remains to discuss the linear term α + βz.
Expanding − 1

G−1,−1(z) at∞, using
Since − 1

G−1,−1(z) ∼ z, −m−1
− (z) ∼ z and m+(z) ∼ −z−1 as z → ∞, we see that z must

be subtracted from − 1
G−1,−1(z) in order to fit the behavior of m+(z). Finally, expanding

− 1
G−1,−1(z) at∞ with the help of (3.18), we find that

−
1

G−1,−1(z)
= z + α + o(1).

Since m+(z) ∼ −z−1 at∞ we see that this term must be subtracted form − 1
G−1,−1(z) to get

a2
pm+(z). Likewise, due to (3.16) it must be added to m−(z). This finishes the proof. q


